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1. INTRODUCTION

1.1 Overview and Background

The Cospas-Sarsat System forms an integral part of search and rescue capabilitiesithroughout
the world. The elements of the System, provided by a number of countries, consist of Cospas
and Sarsat LEOSAR satellites with Search and Rescue Repeaters (SARR)N\and Search and
Rescue Processors (SARP) payloads, GEOSAR satellites, Local User AL€tminals (LUTs),
Mission Control Centres (MCCs) and 406 MHz beacons.

To ensure coherent and reliable System operation, performance ‘standards and monitoring
procedures are required to determine if all System elements, ate operating in the desired
manner. In addition to this routine and periodic Systém monitoring, Cospas-Sarsat
implemented a Quality Management System (QMS). The procedure for continuous
monitoring and objective assessment of the System deseribed in-section 2 of this document is
an integral part of the QMS.

If anomalies are detected in System operation, procedures for the notification of anomalies
and for reporting on System performancejprovide all.those involved in Cospas-Sarsat related
activities, including Space Segment ‘Rfoyiders, LUT/MCC operators, SAR services, national
authorities and, when appropriatejmanufacturérsiof Cospas-Sarsat equipment and the users
of Cospas-Sarsat emergency beacons, with the necessary information so that corrective action
can be taken.

1.2 Objectives

The Cospas-SarsatrQuality Policy, as provided in section 4 of document C/S P.015 “Cospas-
Sarsat Qualify-Manual”, states that Cospas-Sarsat is committed to maintaining a System that
provides accurate, timely and reliable distress alert and location data. To ensure the quality of
alert/data,\Cospas-Sarsat shall maintain and continually improve its QMS and will endeavour
to:

- maintain focus on search and rescue requirements; and

- understand and apply internationally recognised quality management principles.
Cospas-Sarsat is committed to a philosophy of quality and, to that end, will continue to
facilitate the development of the skills of System providers and customers to:

- operate and utilize the System to its full potential; and

- endeavour to meet the Cospas-Sarsat quality objectives.
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The purpose of System monitoring is:
a) to detect anomalies in the performance of System elements; and
b) to ensure the integrity and the validity of data provided to SAR services.

To achieve the general objective of System monitoring and to maintain high quality System
operations as described above, abnormal conditions must be identified by the Space Segment
Providers and by each operator of Ground Segment equipment commissiéned in the
Cospas-Sarsat System. This also requires that, whenever possible, the detection of anomalies
be performed automatically by the LUT or the MCC. Detected anomaliesshould be notified
as appropriate to operators of Space Segment and Ground Segment elenfents. In addition, the
evolution of System performance must be assessed to avoid unacceptable degradations and be
reported as required.

1.3 Scope of Document

This document details the elements of the System”which sheuld be monitored, how such
monitoring should be performed, and the applicable, standards, “It describes the procedures to
be followed when anomalies are detected in\the Operation_of the System's elements. This
document also addresses the reporting requirements on’ System status and operations and the
QMS operating and monitoring requirements:

1.4 General Description
141 Monitoring Cospas:Sarsat Space and Ground Segments

The System{ monitoring ‘procedures described in this document are designed to
provideseach Space Segment and Ground Segment operator with efficient tools for
the quality control of System operations. For each System element, the baseline
performance is established during the commissioning of Ground Segment elements
andhduring the post-launch testing of satellite payloads. They are re-established
periodically to serve as references for the detection of anomalies.

The monitoring of individual elements of the Cospas-Sarsat System (Space Segment
units, Ground Segment equipment or distress beacons) is the responsibility of the
provider of that element or the Administration authorising the use of the beacon.

Upon signature of the Standard Letter of Notification of Association with the
International Cospas-Sarsat Programme as a Ground Segment Provider (document
C/S P.002), all Operators of Cospas-Sarsat equipment agree to ensure that the data
provided to SAR services is reliable and that the System is operating at its optimum
performance level. Specifically, signatories assume the responsibility to:



A30CT29.09 1-3 C/S A.003 - Issue 2
October 2009

a) adhere to the technical specifications and operating procedures set by the
Council for the purpose of ensuring adequate System performance;

b)  endeavour to deliver, in accordance with procedures agreed with the Council,
distress alert and location information received through the Cospas-Sarsat
Space Segment to appropriate search and rescue authorities; and

c) provide, as agreed with the Council, appropriate performance data in order to
confirm compatibility of its Ground Segment equipment with the System.

Therefore, in the course of conducting normal Cospas-Sarsat operations, LUT/MCC
operators should endeavour to verify that the System is operating hormally and be
alerted about degraded System performance or abnormal conditions. Section 2 of
this document provides a QMS methodology for centinuous monitoring and
objective assessment of System status.

The function described in section 3 is referred to@sy “System” monitoring. It should
be performed routinely, as part of the monitering actiyities of individual Ground
Segment elements. When anomalies are detected by a-Space Segment or a Ground
Segment operator, a notification message,“iS sent ‘to-all interested Cospas-Sarsat
operators. Annex D provides further'tools for MEE€ self-monitoring.

1.4.2 Monitoring Cospag=Sarsat Distress Beacons

The monitoring of distress beacon performance is an important part of the overall
Cospas-Sarsat System monitoring §inceé the beacon initiates the distress alert and its
good performance is essential for the success of the SAR operation. This monitoring
should be performred by all Administrations world-wide.

Cospas-Sarsat ydistressbeacons are designed to operate with the Cospas-Sarsat
satelliteysystem and Cospas-Sarsat defined a specific type approval procedure for
these beaeons. This is complemented by the definition of a comprehensive
moditering programme developed to assist Administrations in ensuring their reliable
performance.

1.4.3 Reporting on System Status and Operations

The integrity of the Cospas-Sarsat System is the result of routine monitoring
activities performed individually by each Space Segment and Ground Segment
Provider. However, to ensure System integrity, the long term evolution of System
performance should be assessed by gathering statistical information on the status and
operation of the System elements and reporting this data, together with the detected
anomalies, for every twelve-month period.
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2. METHODOLOGY AND PROCEDURES FOR CONTINUOUS MONITORING
AND OBJECTIVE ASSESSMENT OF COSPAS-SARSAT SYSTEM STATUS

2.1 Introduction

The Cospas-Sarsat Quality Management System (QMS) objectives stated at section 7 of the
document C/S P.015 "Cospas-Sarsat Quality Manual" are to:

- ensure that Cospas-Sarsat consistently provides accurate, timely<and reliable distress
alert and location information to search and rescue authoriti€s,.and

- continually improve the overall Cospas-Sarsat System Petformance.

In order to accomplish these objectives, Cospas-Sarsat has/deeided to develop and implement
a procedure for continuous monitoring and objective-ass€ssment of the status of System
components, to include:

- detailed monitoring procedures and data transmissien\téquirements,
- tools based on a standard set of requiremients forthe analysis of data,
- standard evaluation criteria and@ssessment ‘methodology, and

- standard reporting proceduresiand follew-up actions.

2.2 Methodology

The status of System,components, shall be monitored on a continuous basis using 406 MHz
transmissions of kmown orbitography and reference beacons. The transmissions of selected
orbitography beacons, received by LEOSAR satellites for each orbit, shall be processed and
sent by each LEOLUT to its associated MCC, in accordance with document C/S T.002. The
associated MCC shall send messages for the selected orbitography beacons to the appropriate
nodalMC€Cr in accordance with procedures defined in document C/S A.001 "Cospas-Sarsat
Data Distribution Plan".

Each GEOLUT shall send alert messages to its associated MCC every 20 minutes for selected
orbitography or reference beacon transmissions in the GEO satellite footprint, in accordance
with document C/S T.009. The associated MCC shall send messages for the selected
orbitography beacons to the appropriate nodal MCC, in accordance with procedures defined
in document C/S A.001.

Nodal MCCs shall run an automated data analysis daily and an assessment procedure on the
basis of Cospas-Sarsat standard evaluation criteria. This assessment may result in various
follow-up actions, including:
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- warnings addressed to the responsible provider or operator of a non-conforming
System component,

- modifications to the status statements of System components posted on the
Cospas-Sarsat website, and

- suppression of unreliable data from non-conforming System components.

The performance and status of orbitography and reference beacons used for the monitoring
and assessment procedure shall be periodically re-evaluated and confirmmed by the
Cospas-Sarsat Participants responsible for their operation.

2.3 Monitoring Procedures and Data Transmission Requiremgnts

The procedures and data transmission requirements described=in-this section concern the
minimum System-wide monitoring and assessment process ‘performed in accordance with
Cospas-Sarsat Quality Management System (QMS) requiréments. Space and Ground
Segment Providers or Operators can perform any additional monitoring and assessment
procedure that is deemed appropriate for their own QMS requirements.

2.3.1 LEOLUT Data Requirenetits

LEOLUTSs commissioned in the~Cespas-Sarsat System shall process the global and
local mode data which result from the MéMurdo (primary ID - ADC268FSE0D3780
or if the primary beacon is not availabley alternative ID - ADC268FSE0D3730) and
Longyearbyen (ID - A0234BF8A7335D0) orbitography beacon transmissions, as
received during all passes of all\ eperational LEOSAR satellites. The alert and
location data obtained for th¢/McMurdo and Longyearbyen orbitography beacons
shall be forwardedwia the dssociated MCC to the nodal MCC of the DDR.

If combinedy CEO/GEO "processing has been implemented at a LEOLUT, the alert
message provided for the McMurdo and Longyearbyen orbitography beacons shall
notdnclude combined LEO/GEO processing data.

MCCs shall not merge or suppress redundant alert data received from multiple
LEOLUTs for the McMurdo and Longyearbyen orbitography beacons. All alert
messages received from operational LEOLUTS for these beacons shall be forwarded
to the appropriate nodal MCC. In a contingency situation MCCs shall not transmit
QMS data to the back-up nodal MCC.

2.3.2 GEOLUT Data Requirements

GEOLUTs commissioned in the Cospas-Sarsat System shall produce for every
20 minute time slot starting from the hour, one alert message for the transmissions of
the designated orbitography and reference beacons in the GEOSAR satellite
footprint.
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MCC:s shall not suppress redundant alert data received from multiple GEOLUTs for
the designated beacons. All alert messages received from GEOLUTs for these
beacons shall be forwarded to the appropriate nodal MCC. In a contingency
situation MCCs shall not transmit QMS data to the back-up nodal MCC.

The orbitography / reference beacons to be used in each GEOSAR satellite footprint
for the data collection and assessment process are:

- Toulouse time reference beacon (ID - 9C600 00000 00001) far GEOLUTs
in the MSG satellite footprint,

- Edmonton reference beacon (ID - A79EE E26E3 2E1D0)for-GEOLUTs in
the GOES East and GOES West satellite footprints, and

- Kerguelen reference beacon for GEOLUTs (ID - 9C7ZFEC2AACD3590) in
the INSAT satellite footprint.

Note:  An alternative orbitography or reference beacen may be designated in each
GEOSAR satellite footprint for the purpose of this.monitoring procedure. However,
the selected reference beacons should meet specific perfermance requirements and
be adequately monitored by the provider, (injaccordance with the relevant sections
(to be developed) of the document C/S_T.006 “Cospas-Sarsat Orbitography Network
Specification”.

2.4 Data Analysis

The data analysis requirements ‘are deseribed in section 6 of document C/S A.005
“Cospas-Sarsat Mission Centrel Centre (MCC) Performance Specification and Design
Guidelines”. The requested data analysis results in the production on a daily basis of:

- availability gaties for eachy LEOLUT / LEOSAR satellite combination and each
GEOLUTrin,aGEOSARssatellite footprint, and

- accuracy.ratios for each LEOLUT / LEOSAR satellite combination.

The LEQDUT availability and accuracy ratios are calculated daily, using data collected over
the three consecutive days that precede the computation (Day -3, 00:00 UTC to Day -1,
24:00 UTC). The GEOLUT availability ratio is computed daily using data collected during

the day that precedes the computation (Day -1, 00:00 to 24:00 UTC). Details of the
calculations are provided in document C/S A.005.

2.5 Evaluation Criteria, Assessment Procedure and Follow-up Actions
251 Assessment Methodology and Status Tables

A set of evaluation criteria is used to determine, on the basis of the availability and
accuracy ratios described in section 2.4, the status of a LUT / satellite combination,
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i.e. the conformity of alert data from a given LUT when processing data from a
given satellite.

If the appropriate evaluation criteria are met the status of the LUT is shown as
“Green” (i.e., in conformity) in the appropriate status table posted on the

Cospas-Sarsat website.

If the appropriate evaluation criteria are not met, notification is sent to the Ground
Segment Provider responsible for the non-conforming LUT via a SIT 605 message
and the status is shown as “Red” (i.e., non-conforming) in the appropfiate status
table on the Cospas-Sarsat website.

Templates of the status tables for LEOLUTs and GEOLUTs.are provided below in
Tables 2.1a, 2.1b and 2.2.

Table 2.1a: Template for the LEOLUT Availability Table

SARSAT | SARSAT | SARSAT COSRAS COSPAS COSPAS
X Y N X Y N
h }
LEOLUT 1 R R R R R
OF \%)
LEOLUT 2 R G R ( G G R
LEOLUT 3 R G G G G G
LEOLUT N R < G G G G G
—

Table.2:1b: Template for the GEOLUT Auvailability Table

GEOSAT GEOSAT GEOSAT
X Y N
GEOLUT 1 G n/a n/a
GEOLUT 2 n/a G n/a
GEOLUTN n/a n/a G
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Table 2.2: Template for the LEOLUT Accuracy Table
SARSAT SARSAT SARSAT COSPAS COSPAS | COSPAS

X Y N X Y N
LEOLUT1 R R R R R R
LEOLUT 2 R G R G G G
LEOLUT 3 R G G G G G
LEOLUTN R G G G G G

Table 2.1a shows that LEOLUT 1 availability ratios are\pdor (“Red” status) for all
LEOSAR satellites. LEOLUT 1 availability ratios are‘constantly below the Cospas-
Sarsat availability requirement and the LEOEUT" should be considered not
operational.

All LEOLUTSs on Table 2.1a show a non-¢onforming, "Red" status for the Sarsat X
satellite. This indicates that the Sarsat X’ satellite-or payload does not satisfy the
availability requirement of the Cospas=Sarsat System. However, it is important to
note that no alert data is suppressed on_thé~basis of a "Red" non-conforming
availability status.

Table 2.2 shows that SEOLUT 1 “provides no location data for all LEOSAR
satellites, or unreliable locationzdata that are suppressed by the nodal MCC in
accordance with thé procedurgsidescribed in section 2.5.4.

In Table 2.2+Sarsat X shows a “Red” status for all LEOLUTS: no reliable location
data can bederived fromsSarsat X and this data is therefore suppressed, or the Sarsat
X paylead is not operational and provides no data to any LEOLUT in the System.

Table2.2 also indicates that LEOLUT 2 does not provide reliable location data when
tracking Sarsat N and the Doppler location in the alert messages is suppressed in
accordance with the procedure described at section 2.5.4. The corresponding
availability status for the LEOLUT2 / Sarsat N combination in Table 2.1a is also
shown as non-conforming (Red).

25.2 LEOLUT Availability Assessment, Status Reporting and Follow-Up
Actions

The LEOLUT availability ratio shall be greater than or equal to 80 %.
If this availability criterion is met, the status of the LEOLUT(i) / LEOSAT(j) combination

shown in the LEOLUT availability table posted on the Cospas-Sarsat website is "Green" (see
Table 2.1a: Template for the LEOLUT and GEOLUT Availability Table).
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If this availability criterion is not met, the nodal MCC shall notify the associated MCC, using
the SIT 915 message template provided at Annex E.

If the availability ratio for LEOLUT(i) and LEOSAT(j), computed as described in section 2.4
over a 3 day period, remains constantly below the availability criterion for 4 successive days,
LEOLUT() shall be declared non-conforming in respect of LEOSAT(j). The nodal MCC
shall:

- inform all MCCs and the Cospas-Sarsat Secretariat using a SIT 605 message (see
sample at Annex E), and

- update the LEOLUT availability table posted on the Cospas-Sargat, website for the
LEOLUT / LEOSAT combination to “Red”.

If the LEOLUT non-conformity is corrected, the availability status for the
LEOLUT / LEOSAT combination shall be returned to "Green'\as'soon as the availability
criterion is met. The nodal MCC shall:

- inform all MCCs and the Cospas-Sarsat Secretariat using a SIT 605 message (see
sample at Annex E), and

- update the LEOLUT availability table posted-on theé Cospas-Sarsat website.
The process described above is depicted in Figure 2.1.

Note: It is recognised that the 3-day~data requirement to compute the availability ratio may
introduce a 3-day latency after the LEOLUT non-conformity is corrected. This
latency is considered aceeptable inthéwease of LEOLUT availability, noting that:

- no data is suppfessed as a‘consequence of the "Red" availability status, and

- the "Red", availability-status for a LEOLUT / LEOSAT combination does
not aaffect the availability status of other LEOSAT combinations for the
same-LEOLUT
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NODAL MCC CHANGES
AVAILABILITY STATUS FOR
LEOLUT(i) / LEOSAT (j)
COMBINATION TO GREEN

LEOLUT(i) / LEOSAT(j)
STATUS = RED?

NODAL MCC UPDATE
AVAILABILITY TABLE
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4

NODAL MCC SEND A
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SECREFARIAT USING TO THE LEOLUT
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NODAL MCC DECLARES
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LEOLUT(i) / LEOSAT(j)
AVAILABILITY > 80%?

Figure 2.1: LEOLUT Availability Assessment, Status Reporting and
Follow-Up Actions
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2.5.3  GEOLUT Availability Assessment, Status Reporting and Follow-Up Actions
The GEOLUT availability ratio shall be greater than or equal to 80 %.

If this availability criterion is met, the status of the GEOLUT(i) / GEOSAT()
combination shown in the GEOLUT availability table posted on the Cospas-Sarsat
website is “Green” (see Table 2.1b: Template for the GEOLUT Availability Table).

If this availability criterion is not met, the nodal MCC shall notify the, associated
MCC, using the SIT 915 message template provided at Annex E F,

If during a period of 4 successive days, the availability ratio”for the GEOLUT
remains constantly below the availability criterion, the GEQIUT shall be declared
non-conforming. The nodal MCC shall:

- inform all MCCs and the Cospas-Sarsat, Secretariat using a SIT 605
message (see sample at Annex E), and

- update the GEOLUT availability table,poSted on the Cospas-Sarsat website
for the GEOLUT / GEOSAT combination to “Red”.

If the GEOLUT non-conformity sis™corrected~the availability status for the
GEOLUT / GEOSAT combination. shall be geturned to "Green" as soon as the
availability criterion is met. The-nodal MCC shall:

- inform all MCCs “and the Cospas-Sarsat Secretariat using a SIT 605
message (see saniple at Annex‘E), and

- update the GEOLUT availability table posted on the Cospas-Sarsat website.

The process deseribed above isdepicted in Figure 2.2.
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v

Yes

GEOLUT(i) / GEOSAT(j)
AVAILABILITY > 80%?

Figure 2.2: GEOLUT Availability Assessment, Status Reporting and
Follow-Up Actions
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254

LEOLUT Location Accuracy Assessment, Status Reporting and Follow-Up Actions
2.5.4.1 Location Accuracy Warning

The 5 km accuracy ratio shall be greater than or equal to 95%.

The 10 km accuracy ratio shall be greater than or equal to 98%.

If these two criteria are met, the status of the LEOLUT(i) / LEOSAT(j)-¢ombination
shown in the LEOLUT accuracy table posted on the Cospas-Sarsat-website is
"Green" (see Table 2.2: Template for the LEOLUT Accuracy Table):

If either of these two criteria is not met the nodal MCC shdllnotify the associated
MCC, using the SIT 915 message template provided at Annex E. The status of the
LEOLUT(®) / LEOSAT(j) combination shown in the LEQEUT accuracy table posted
on the Cospas-Sarsat website is not changed.

2.5.4.2 Unreliable Alert Data Filtering

If the 5 km accuracy ratio falls below 607 and/or\the 20 km accuracy ratio falls
below 80%, (i.e. R.5(i,j) <0.6 ‘and/or R.20j) <0.8) for a LEOLUT(®)/
LEOSAT(j) combination, the nodal-MCC shall;

- process alert messages~ provided® by LEOLUT(i) when processing
LEOSAT(j) based only on the 406 MHz beacon message - the Doppler
solution data shallvnot be distributed],

- inform all MECs and the Secretariat using the SIT 605 message template
providedrsat €/S A.003)yAnnex E,

- update, the LEOBUT accuracy table posted on the Cospas-Sarsat website to
show_a “Red™accuracy status for the LEOLUT / LEOSAT combination,
and

- update the LEOLUT availability table to show a “Red” availability status
for the LEOLUT / LEOSAT combination.

2.5.4.3 Resuming Green Accuracy Status

If the LEOLUT non-conformity is corrected, as soon as the LEOLUT(i) /
LEOSAT(j) accuracy ratios for 5 km (R.5 (ij)) and 10 km (R.10 (i,j)) meet
respectively the 95% and 98% accuracy criteria, the nodal MCC shall:

- inform all MCCs and the Secretariat using the SIT 605 message template
provided at C/S A.003, Annex E,

- resume the distribution of Doppler solution data provided by LEOLUT(i)
when processing LEOSAT(j)2,

! Each MCC in the Central Data Distribution Region must also perform this function to avoid the exchange of
unreliable location data amongst themselves.
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- update the LEOLUT accuracy table posted on the Cospas-Sarsat website to
show a “Green” accuracy status for the LEOLUT / LEOSAT combination,
and

- provided the corresponding availability ratio is also met, update the
LEOLUT availability table on the Cospas-Sarsat website to show a “Green”
availability status for the LEOLUT / LEOSAT combination.

Note: It is recognised that the 3-day data requirement to compute the accuracy
ratio may introduce a 3-day latency for resuming Doppler location data distribution
after the LEOLUT nonconformity is corrected. This lateney\/i$ considered
acceptable, noting that:

- the “Red” status for a LEOLUT / LEOSAT combinatienrdoes not affect the
accuracy and availability status of other LEOSAT combinations for the
same LEOLUT,

- Doppler location data suppression is implemented after several days of
warning and on the basis of contintious evidence of very serious
deficiencies concerning the reliability of this\location data, therefore,
sufficient evidence of a return to conformity must be available, and

- the 3-day latency does not impaet'the case-of LEOLUT returning to normal
operation after a total interruption of-eperation (e.g. for maintenance), as
the accuracy ratio computed on .a‘\smgle day of location accuracy data
should indicate confermity with.the accuracy ratio requirements.

The process described aboyeris depicted in Figure 2.3.

% Each MCC in the Central Data Distribution Region must also resume the distribution of Doppler solution data
upon reception of the SIT 605 message from the nodal MCC.
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Figure 2.3: LEOLUT Location Accuracy Assessment, Status Reporting
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255 MCC Availability

MCCs’ operational or non-operational status is shown on the Cospas-Sarsat website
in the MCC status table illustrated at Table 2-3.

When an MCC, after requiring back-up, has remained non-operational for more than
24 hours, the back-up MCC shall request the nodal MCC to update the MCC status
table posted on the Cospas-Sarsat website. A SIT 605 message shall be sent to all
MCCs and the Cospas-Sarsat Secretariat confirming the backed-up status of the
failed MCC.

The website MCC status table shall be updated by the nodal MCC as soon as the
failed MCC returns to normal operations. The back-up MCCishall inform all MCCs
and the Secretariat of the change of status of the failedy MCC, using a SIT 605
message.

Table 2.3: Template for the MCC Status Table

MCC OPERATIONAL | BACKEDUYP COMMENTS
MCC 1 \
MCC 2 \ Temporary back-up by MCC 3
MCC 3 \
MCC 4 \
MCC N \

- END OF SECTION 2 -
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3. SYSTEM SELF-MONITORING

This section describes the self-monitoring methodology for the ground and space segments of
the Cospas-Sarsat System.

The continuous monitoring described in section 2 provides an objective method“to monitor
LEOLUT location accuracy and LUT/MCC availability on an ongoing basis, "However this
does not replace the need for periodic detailed analysis of each element(of;the Cospas-Sarsat
System. This section describes the various performance parametersy) For the LEOSAR
system, they are generally estimated with reference to a standardypass of a satellite over a
beacon (i.e., a pass with a maximum beacon to satellite elevation angle of at least 8°) or for
satellite passes over LEOLUTSs at elevation angles over 5°.

3.1 Ground Segment Self-Monitoring

Ground Segment operators should monitor the_performafnce-of the LEOSAR and GEOSAR
elements of the Cospas-Sarsat system. ¢This selfsmonitoring should be performed by
analyzing a set of parameters that addresshissues indieative of the overall performance of the
system. Monitoring of these performanCe parameters can identify system anomalies that
have the potential of degrading system performance and lead to non-conformity in LEOLUT
and GEOLUT availability and LEOLUT accuracy. Timely identification and correction of
these anomalies ensures system’integrity.

In addition, document, G/S A.005\“Cospas-Sarsat MCC Performance Specification and
Design Guidelines”, requires an,MCC to monitor additional System elements in its national
ground segment, including LUT/MCC communication networks, the MCC itself and
connections to external communication networks.

31,1 LEOSAR System Performance Parameters

The LEOSAR performance parameters are organized into two tiers. Tier one
performance parameters are those parameters that every ground segment operator
should monitor because of their direct relationship to alert data accuracy, timeliness
and reliability. Tier one performance parameters include:

a) LEOSAR System Timing

b) Sarsat SARP Time Calibration Accuracy

c) Sarsat SARP Frequency Calibration Accuracy
d) Sarsat SARR Frequency Calibration Accuracy

e) LEOSAR Satellite Orbit Data Accuracy
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Tier two performance parameters are those parameters that should be checked by
ground segment operators that have the necessary tools to perform this monitoring.
Tier two performance parameters include:

a) Received Downlink Power Level
b) Loss of Carrier Lock

C) SARP Throughput

d) PDS Data Recovery Rate

e) Number of Single Point Alerts

1j) SARP Bit Error Rate

9) SARR Bit Error Rate

h) Pass Scheduling Accuracy

The following sections provide a detailed deseription of these performance
parameters. In addition Annex D provides a.summary of these performance
parameters and can be used by ground segment operators as a quick reference for the
operational self-monitoring of the LEOSAR/System:

3.1.1.1 LEOSAR System Timing

The LEOSAR System Timing, is’measured from the end of a satellite pass until the
time when an incident alert i1s\sent to an-RE€C or SPOC.

Indicator

The ability to transmit the jincident alert data generated by a LEOLUT to the
appropriate RCC\or SPOC within a shorter time of the end of a satellite pass
indicates an_improved .capability in the system to maintain the level of service
required by-the objective,

Rationale
This_performance parameter ensures that the LEOSAR System Timing information
Is routinely verified and distributed.

Definitions
The LEOSAR System Timing measures the time from the end of a LEOSAR
satellite pass over a LEOLUT to the time when the incident alert message is sent to
the appropriate RCC or SPOC by the National MCC.
TLOS = Time of Loss of Signal of the LEOSAR satellite at the LEOLUT.
TMCCTX = Time when the MCC transmits the incident alert message to the
selected destination.
The LEOSAR System Timing is then:
LST=(TMCCTX-TLOS)

Metric(s)
The LEOSAR System Timing is measured in seconds.
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Reporting Criterion
If the LEOSAR System Timing is more than twenty minutes (1200 seconds) for any
incident alert, then a System Anomaly notification message should be generated.

Data Collection Process

Every time the MCC transmits an incident alert message based on a LEOSAR
detection, it should determine the LEOSAR System Timing associated with that
alert.

Data Verification Process

The LEOSAR System Timing should be computed automatically\by each MCC,
using the data available to it from the LUT. This data is not normally verified by the
Operator.

Relevant Documents
C/S A.005, C/S T.002

Action

If a LEOSAR System Timing anomaly is reported, thesMCC operator should check
on the LUT and MCC processing times»associated\with the alert. If there is no
problem with the actual processing tinieythen the:MCC operator should check on the
time required for communication of the incident ‘alert data at various stages in the
processing of the alert.

Comments
The Cospas-Sarsat alert(notificatioftime is the time elapsed from beacon activation
until the first alert méssage is delivered to the appropriate RCC. However, this alert
notification time includes:
 the waiting, time until a satellite passes over the beacon and transmits the
beacon data to a"{Uf; and
» the MCC to RCC communication times, which are not specific to the Cospas-
Sarsat system and cannot be easily measured.
Therefore, to assess the Cospas-Sarsat system performance, the LEOSAR System
Fiming is defined above as the time elapsed from the end of the pass on which the
beacon was detected until the alert data is ready for transmission from a Cospas-
Sarsat MCC to the appropriate RCC or SPOC.
In the 406 MHz system, the LEOSAR System Timing does not include the waiting
time or the satellite storage time. These times can be:
 estimated by MCCs on the basis of statistics of real transmissions;
» measured by analyzing the results of a system exercise; or
» estimated by computer simulations using an analytical model describing the
satellite constellation, the Cospas-Sarsat LUT/MCC network, and a specific
geographical distribution of beacons.
The LEOSAR System Timing does include the LUT processing time, the LUT/MCC
data transfer time, and the MCC processing time.
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3.1.1.2 Sarsat SARP Time Calibration Accuracy

The SARP Time Calibration Data Accuracy reports when the SARP Time
Calibration Data for a Sarsat LEOSAR satellite changes by an amount that is larger
than the established criterion.

Indicator

The fewer times the SARP Time Calibration Data Accuracy reports an anomaly, the
better the quality of the calibration data that is available to the system, and the more
accurate the beacon location estimates produced by the system.

Rationale:

This performance parameter ensures that the SARP Time Calibration Data for each
Sarsat LEOSAR satellite is monitored to determine whenythe system has difficulty
maintaining this data.

Metric(s)

The SARP Time Calibration Data Accuracy isfmeasured jin seconds.

Reporting Criterion

The criterion for a SARP Time“Calibrationc ‘Data Accuracy anomaly is ten
milliseconds.

If (DRTIME > 0.010), then a SARP-Time CGalibration anomaly should be reported.

Data Collection Process:

Every time the Sarsat LEOSAR satéllite SARP Calibration Data are upgraded in the
system, the LEOLUT.on the MCCishould propagate the old SARP Rollover Time to
the time of the new, SARP Time-.Calibration data, and should compare the resulting
SARP Rollover time values, If the values differ by more than the specified criteria,
then the LEOLUT shouldyreport a SARP Time Calibration Data Accuracy anomaly
to the hest MCC.

Data-Verification Process

TFhe.SARP Calibration Data Accuracy should be checked by each LEOLUT or MCC
whenever new SARP Calibration Data is received by that system. This data is not
normally verified by the Operator.

Relevant Documents
C/S A.005, C/S T.002, C/S T.003

Action

If a SARP Calibration Data Accuracy anomaly is detected from a single LUT for all
satellites, the LUT operator should review the SARP Calibration data and SARP
Calibration processing on that LUT.

If a SARP Calibration Data Accuracy anomaly is detected from a single satellite for
all LUTs, the LUT operator should review the SARP Calibration data for that
satellite.
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Comments

This performance measure provides information about the reliability of the Sarsat
LEOSAR satellite SARP Calibration Data processing in the Cospas-Sarsat system.
This information assists in the understanding of the accuracy of the beacon location
estimates generated by the Cospas-Sarsat system.

The SARP Calibration Data applies only to the Sarsat LEOSAR satellites. The
Cospas LEOSAR satellites report the beacon message time and frequency in a
different format, and do not require any SARP Calibration Data.

3.1.1.3 Sarsat SARP Frequency Calibration Accuracy

The SARP Frequency Calibration Data Accuracy reports wheén-the SARP Frequency
Calibration Data for a Sarsat LEOSAR satellite changes /by ‘an amount that is larger
than the established criterion.

Indicator

The fewer times the SARP Frequency Calibration Data Accuracy performance
parameter reports an anomaly, the better the ‘quality ef\the calibration data that is
available to the system, and the more»accurate ‘the’ beacon location estimates
produced by the system.

Rationale

This performance parameter.ensures that.the SARP Frequency Calibration Data for
each Sarsat LEOSAR satellite is monitored to determine when the system has
difficulty maintaining this‘data.

Definitions
The SARP Calibration Data for a Sarsat LEOSAR satellite are the data values that
describe theinternal opération of the Search and Rescue Processor (SARP) on-board
the satellite.) This data is used to compute the time each beacon message is received
at the Satellite, and the received frequency of each beacon message. This SARP
Calibration Data consists of the timer Rollover Time and the frequency of the Ultra-
Stable Oscillator (USO) in the SARP instrument (refer to the Description of the
Payloads Used in the Cospas-Sarsat LEOSAR system, document C/S T.003, for a
more complete description of the Sarsat SARP Calibration).

USOO = USO frequency in previous SARP Calibration data.

USON = USO frequency in new SARP Calibration data.

The USO frequency difference is then:
DUSO = | USON - USQQO |

Metric(s)
The SARP Frequency Calibration Data Accuracy is expressed in Hertz.
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Reporting Criterion

The criterion for the SARP Frequency Calibration Data Accuracy is 0.05 Hz. If
(DUSO > 0.05), then a SARP Time Calibration anomaly should be reported by the
MCC.

Data Collection Process

Every time the Sarsat LEOSAR satellite SARP Calibration Data are upgraded in the
system, the LEOLUT or the MCC should compare the old USO Frequency to the
new USO Frequency. If the values differ by more than the specified criteria, then a
SARP Frequency Calibration Data Accuracy anomaly should be reported-by the host
MCC.

Data Verification Process

The SARP Calibration Data Accuracy should be checkedbyeach LEOLUT or MCC
whenever new calibration data is received by that system.=This data is not normally
verified by the Operator.

Relevant Documents
C/S A.005, C/S T.002, C/S T.003

Action

If a SARP Calibration Data Accuracy anomaly is detected from a single LUT for all
satellites, the LUT operator should’review.the SARP Calibration data and SARP
Calibration processing on that LUT.

If a SARP Calibration Data Accuraey ‘@homaly is detected from a single satellite for
all LUTs, the LUT operator shodld“review the SARP Calibration data for that
satellite.

Comments

The SARP Calibration(Data applies only to the Sarsat LEOSAR satellites. The
CospassLLEQSAR satellites report the beacon message time and frequency in a
different fermat, and do not require any SARP Calibration Data.

34 Sarsat SARR Frequency Calibration Accuracy

The Sarsat SARR Frequency Calibration Data Accuracy reports when the SARR
Frequency Calibration Data for a LEOSAR satellite changes by an amount that is
larger than the established criterion.

Indicator

The fewer times the SARR Frequency Calibration Data Accuracy performance
parameter reports an anomaly, the better the quality of the calibration data that is
available to the system, and the more accurate the beacon location estimates
produced by the Combined LEO-GEO processing.
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Rationale

This performance parameter ensures that the SARR Frequency Calibration Data for
each LEOSAR satellite is monitored to determine when the system has difficulty
maintaining this data.

Definitions
The SARR Frequency Calibration Data Accuracy (SFCDA) for a LEOSAR satellite
describes the stability of the SAR Repeater on-board the satellite. This data is used
to calibrate the received frequency of each beacon message, for the Comhined LEO-
GEO Processing in a LEOLUT. This SARR Calibration Data ig;the” measured
frequency offset of the data received through the SAR Repeater\on the satellite
(refer to MF# 64, defined in Annex B of C/S A.002).

SFO = Received frequency in previous SARR Calibration Cata

SFN = Received frequency in new SARR Calibration data

SFCDA =| SFN - SFO |

Metric(s)
The SARR Frequency Calibration Data Accuraey iS expressed in Hertz.

Reporting Criterion

The criterion for the SARR Frequency Calibration‘Data Accuracy is 1.0 Hz.

If (SFCDA > 1.0), then a SARR [&ime Calibration anomaly should be reported by
the MCC.

Data Collection Process

Every time the LEOSAR satellite/SARR Frequency Calibration Data are upgraded
in the system, the LEQLUT or the MCC should compare the old SARR Frequency
to the new SARRcFRreguency.f Ifithe values differ by more than the specified criteria,
then a SARR Frequency Calibration Data Accuracy anomaly should be reported by
the host MCC.

Data Verification Process

The”SARR Frequency Calibration Data Accuracy should be checked by each
FEQLUT or MCC whenever new calibration data is received by that system. This
data is not normally verified by the Operator.

Relevant Documents
C/S A.002, C/S A.005, C/S T.002

Action

If a SARR Calibration Data Accuracy anomaly is detected from a single LUT for all
satellites, the LUT operator should review the SARR Calibration data and SARR
Calibration processing on that LUT.

If a SARR Calibration Data Accuracy anomaly is detected from a single satellite for
all LUTSs, the LUT operator should review the SARR Calibration data for that
satellite.
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Comments

The SARR Calibration data is only produced by a LEOLUT that has a calibrated
reference beacon within the local footprint of the LEOSAR satellites while they are
being tracked by the LEOLUT. This data is normally measured by the Canadian
LUTs and distributed through the Cospas-Sarsat system by the Canadian MCC once
a week. The anomaly criterion is based on the assumption that each change of the
SARR Frequency Calibration Data will be within a week or less of the previous
update. If there is a longer period of time between updates, then the magnitude of
the change may be larger than the criterion value.

3.1.15 Sarsat Orbit Data Accuracy

The Orbit Data Accuracy reports when the orbital data for-a ' LEOSAR satellite
changes by an amount that is larger than the established criterion.

Indicator

The fewer times the Orbit Data Accuracy reports_an anomaly, the better the quality
of the orbit ephemeris data that is available to-the System, and the more accurate the
beacon location estimates produced by the system.

Rationale:
This performance parameter ensures that the orbit'data for each LEOSAR satellite is
monitored to determine when theysystem has.difficulty maintaining this data.

Definitions
The orbital elements of a.LEOSAR, satellite are the data values that describe the
orbital path of the satelljte and the\position of the satellite at a specified time. These
orbital elements eonsist of an/Epoch Time and six numerical data values. In the
definition belows, the Earth-Fixed format is used for the comparison of the orbital
elements. (The data values may be specified in any of a number of data formats, and
other fermats may be used internally in the system to store this information; the
details ‘of jthe formats that are actually used are irrelevant to the validation of this
Performance Measure.)

EPOCHO = Epoch time of previous orbital elements

EPOCHN = Epoch time of new orbital elements

POS(i)O = Satellite position vector based on old orbital elements, propagated

forward to the time EPOCHN

POS(i)N = Satellite position vector based on new orbital elements, at time

EPOCHN

VEL(i)O = Satellite velocity vector based on old orbital elements, propagated

forward to the time EPOCHN

VEL(i)N = Satellite velocity vector based on new orbital elements, at time

EPOCHN

DPOS = SquareRoot ( Sum ( POS(i)O - POS(i)N )?)

DVEL = SquareRoot ( Sum ( VEL(i)O - VEL(i)N )?)



A30CT?29.09 3-9 C/S A.003 - Issue 2
October 2009

Metric(s)

The Orbit Accuracy is measured as both position accuracy and velocity accuracy:
» The position accuracy is measured in kilometres.
» The velocity accuracy is measured in meters per second.

Reporting Criterion

The criteria for the generation of an Orbit Accuracy anomaly on the position and
velocity vectors are five kilometres and five meters per second, respectively.

If (DPOS > 5.0) or if (DVEL > 5.0), then an anomaly should be reported by the
MCC.

Data Collection Process

Every time the LEOSAR satellite orbital elements are upgraded in the system, the
LEOLUT or the MCC should propagate the old orbit datasto the time of the new
orbit data, and should compare the resulting position-and’velocity vectors. If the
vectors differ by more than the specified criteria, ‘then an Orbit Data Accuracy
anomaly should be reported by the host MCC.

Data Verification Process:

The Orbit Data Accuracy should be checked by eachnkEOLUT or MCC whenever
new orbit data is received by that system.” This.data is not normally verified by the
Operator.

Relevant Documents
C/S A.005, C/S T.002

Action

If an Orbit Data~Aceuracy anemaly is detected from a single LEOLUT for all
satellites, the LEOLUT _operator should review the Orbit data and Orbit data
processing on that LEOLYT;

Comments

As fleted in the LEOLUT Specification and Design Guidelines, “in the event of a
seleduled satellite manoeuvre (as described in document C/S A.001), the LEOLUT
may not be able to maintain accurate orbital elements. When such an event changes
the satellite position by more that two kilometres since the previously tracked pass,
this accuracy requirement is waived ....” (C/S T.002, paragraph 5.1.3) In the event
of a scheduled satellite manoeuvre, the requirement that the LEOLUT should
generate a System anomaly notification message is also waived.

This performance parameter provides information about the reliability of the
LEOSAR satellite orbital data processing in the Cospas-Sarsat system. This
information assists in the understanding of the accuracy of the beacon location
estimates generated by the Cospas-Sarsat system.
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3.1.1.6 Received Downlink Power Level

The Received Downlink Power Level is maintained separately for each combination
of satellite and LUT ground station.

Indicator

If the power level of the 1544.5 MHz satellite downlink signal received by the LUT
increases, then the system is better able to receive and decode the beacon messages
in the signal.

Rationale

This performance parameter provides for the monitoring of thig” satellite downlink
signal and ensures that the quality of the satellite signal will besmonitored regularly.
It also provides data to assist with the detection of interferingisignals in the downlink
frequency band.

Definitions
The Downlink Power is measured in dB, usingsthe AGC.value at the LUT receiver;
it is assessed separately for each combinafion of ,satellite and LUT. For the
LEOSAR system, the measurement ismade for ‘each satellite pass above five
degrees elevation, and for the GEOSAR)System the_measurement is made over each
one-hour period.

MRP = Maximum Received Power
The Baseline Value is assessethon the basis of measurements made over a one-week
period of normal system operation. slt'is computed as ten dB lower than the average
over this period:

BMRP = Average((MRP ) — 10

Metric(s)

The Received Downlink Rower Level is measured in decibels (dB).

Reporting Criterion
If thie-Received Downlink Power Level is less than the Baseline Value (as indicated
above), then a System anomaly notification message should be generated.

Data Collection Process

The LUT should monitor the downlink signal at all times when it is tracking a
satellite, and record the AGC level at regular intervals. The level corresponding to
the maximum signal level over each observation period should then be converted to
dB. If the level is below the baseline, then an anomaly should be reported.

Data Verification Process
The Downlink Power Level data should be processed independently by each LUT; it
is not verified by the Operator.

Relevant Documents
C/S A.005, C/S T.002, C/S T.009
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Action

If a Received Downlink Signal Power Level anomaly is detected from a single LUT
for all satellites, the LUT operator should review the satellite receive equipment and
processing.

If a Received Downlink Signal Power Level anomaly is detected from a single
satellite for all LUTs, the LUT operator should report this to the MCC responsible
for coordination with the satellite operator.

3.1.1.7 Loss of Carrier Lock

The Loss of Carrier Lock is maintained separately for each combimnation of satellite
and LUT ground station.

Indicator

When the duration of Loss of Carrier Lock is reduced, that indicates that the
downlink signal is being received better at the LT and the LUT will be better able
to extract beacon messages and measure the time and frequency of each message.

Rationale
This performance parameter provides for the monitoring of the LEOSAR satellite
downlink signal and ensures that the quality of the satellite signal will be monitored
regularly.

Definitions
The Loss of Carrier Loek is assessethseparately for each combination of satellite and
LUT. For the LEOSAR systemthe measurement is made for each satellite pass
while the satellite~is above five)degrees elevation, and for the GEOSAR system the
measurement is made over each one-hour period.

DCLL = Total Duration of Losses of Carrier Lock
The Baseline Value is assessed on the basis of measurements made over a one-week
period of )normal system operation. It is computed as ten percent higher than the
average over this period:

BCLL = 1.1 * (Average duration of Loss of Carrier Lock per Pass)

Metric(s)

The duration of Loss of Carrier Lock is measured in seconds.

Reporting Criterion
If the Loss of Carrier Lock on any satellite pass is greater than the Baseline Value
(as indicated above), then a System anomaly notification should be generated.

Data Collection Process

The LUT should monitor the downlink signal at all times when it is tracking a
satellite, and record every Loss of Carrier Lock. After every LEOSAR satellite pass,
or every hour for a GEOLUT, the LUT should determine the cumulative duration of
loss of lock. If the value is greater than the baseline, then an anomaly should be
reported.
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Data Verification Process
The Loss of Carrier Lock data should be processed independently by each LUT; it is
not verified by the MCC Operator.

Relevant Documents
C/S A.005, C/S T.002, C/S T.009

Action

If a Loss of Carrier Lock anomaly is detected from a single LUT for all satellites, the
LUT operator should review the satellite receive equipment and processing.

If a Loss of Carrier Lock anomaly is detected from a single satellite for‘all LUTSs, the
LUT operator should report this to the MCC responsible for ¢oordination with the
satellite operator.

3.1.1.8 SARP Throughput

The SARP Throughput is the percentage of the number of expected messages from
the system reference beacons actually received in the, PDS during a LEOSAR
satellite pass over a reference beacon. ¢7ltvis maintained separately for each
combination of LEOSAR satellite and LEOLUT ground-station.

Indicator

When the SARP Throughput impreves, it-shows that the system is better able to
receive and process the distreSs beacon data and to generate the necessary incident
alerts.

Rationale
This performancerensures that,egach LUT monitors the data received from the known
reference beacons,and reports whenever it does not receive the expected data.

Definitioris

#EXP = Number of messages expected from a reference beacon on a given pass.
(ThiS-is based on the known position of the beacon and the known satellite orbital
data,” Annex D, Table D.2 lists the number of measurements expected from a beacon
at various positions relative to the over-flying satellite.)

#RCV = Number of messages received from the beacon on the actual satellite pass.
The throughput is then the percentage of the expected messages that are actually
received by the LUT:

THRU =100 * #RCV / #EXP

Metric(s)

The SARP Throughput is expressed as a percentage of the number of messages that
are expected to be received by the LUT.

Reporting Criterion
The criterion for issuing a SARP Throughput anomaly report is 70%: If (THRU <
70%), then a System anomaly notification message should be generated.
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Data Collection Process

Every time a LUT processes data from a LEOSAR satellite that has passed over a
reference beacon since the last pass tracked by that LUT, it should compute and
verify the SARP Throughput.

Data Verification Process

The SARP Throughput should be computed by each LEOLUT, using the data it
receives from the LEOSAR satellites. This data is not normally verified by the
Operator.

Relevant Documents
C/S T.002

Action

If a SARP Throughput anomaly is detected from a single-LUT for all satellites, the
LUT operator should review the satellite receive equipment and processing.

If a SARP Throughput anomaly is detected from(a-single satellite for all LUTSs, the
LUT operator should report this to the MCC-responsible, _for coordination with the
satellite operator.

3.1.1.9 PDS Data Recovery Rate

The PDS Data Recovery Rate ig“the‘percentage of expected data from the Processed
Data Stream (PDS) signahfrem the satellite SARP processors that is actually
recovered during a LEOSAR" satellite/pass. It is maintained separately for each
combination of LEOSAR satellite and LEOLUT ground station.

Indicator

When the PDS ‘Data Recovery Rate increases, the LUT is better able to reliably
receive and (process thé eacon signals through that channel, and to generate the
incident.alert data required by the system.

Rationale

Fhis performance parameter ensures that each LUT monitors the data received from
the on-board SARP instruments on each LEOSAR satellite, and reports whenever it
does not receive the expected data.

Definitions
#EXP = Number of messages expected in the PDS from the SARP instrument on a
given LEOSAR satellite pass. (This is based on the known position of the LEOLUT
and the known satellite orbital data and SARP downlink signal characteristics, and
computed for the time while the satellite is more than 5° elevation above the local
horizon.)
#RCV = Number of messages received from the SARP on the actual satellite pass.
The PDS Data Recovery Rate is then the percentage of PDS messages actually
received by the LEOLUT, over the satellite pass:

DRR =100 * #RCV [/ #EXP
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Metric(s)

The PDS Data Recovery Rate is expressed as a percentage of the total number of
PDS messages expected to be received by the LEOLUT over the satellite pass.

Data Collection Process

For every pass of a LEOSAR satellite with an operational SARP instrument that is
tracked by a LEOLUT, the LUT should compute the duration of the time that the
satellite will be above 5° elevation, and from that should calculate the number of
PDS beacon messages that it expects to receive during the pass. At the pass, the
LUT should count the number of PDS messages actually received;yand it should
compute and verify the PDS Data Recovery Rate.

Data Verification Process

The PDS Data Recovery Rate should be computed by each, LEOLUT, using the data
it receives from the LEOSAR satellites. This data is'not“normally verified by the
Operator.

Relevant Documents
C/S T.002, C/S T.003

Action

If a PDS Data Recovery Rate anomaly is {detected from a single LUT for all
satellites, the LUT operator should review, the satellite receive equipment and
processing.

If a PDS Data RecoveryxRate anomaly) is detected from a single satellite for all
LUTs, the LUT operatof should,report-this to the MCC responsible for coordination
with the satellite operator.

3.1.1.10  Number of Single Point Alerts

The Number of Single-Point Alerts is measured over a one-day period, and is
maintaiped separately for each combination of LEOSAR satellite and LEOLUT
ground station.

Indicator

When the Number of Single-Point Alerts detected by a LEOLUT decreases, it
demonstrates that the LUT is processing the beacon messages better, and the
capability of the system to cope with the actual volume of active beacons is
improving.

Rationale

This performance parameter ensures that each LUT monitors the data received
through the LEOSAR satellites, and reports how frequently it receives a Single-Point
Alert. This is significant, since a Single-Point Alert does not provide enough data to
enable the LUT to compute a location estimate.
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#SPA = Number of Single-Point Alerts detected by the LEOLUT on each satellite
pass.

#SPD = Number of Single-Point Alerts detected by the LEOLUT in one day.
The baseline criterion for a Number of Single-Point Alerts is 50 % above the
measured daily average:

BSPD = 1.5 * ( Average of #SPD over a week or more of normal operation )

Metric(s)

The Number of Single-Point Alerts is measured as an actual count.of Single-Point
Alerts per day.

Reporting Criterion
If (#SPD > BSPD), then an anomaly should be reported bysthe MCC.

Data Collection Process
Every time a LUT processes data from a pass of all-EOSAR satellite, it should report
the Number of Single-Point Alerts detected tothe host MCC.

Data Verification Process

The Number of Single-Point Alertssshauld be accumulated by the MCC for each
combination of LEOSAR satellite-<and"LEOL{UT > using the data received from the
LEOLUT. This data is not normally“verified by the Operator.

Relevant Documents
C/S A.005, C/S T.002

Action

If a Number of Single-Point Alerts anomaly is detected by all LUTs and all satellites
that are manitoring ‘& Selected geographical region, the LUT operator should
determine, whether there"may actually be a large number of beacons activated and
generating single-point alerts within the region.

If a’Number of Single-Point Alerts anomaly is detected from a single LUT for all
satellites, the LUT operator should review the satellite receive equipment and
processing.

If a Number of Single-Point Alerts anomaly is detected from a single satellite for all
LUTs, the LUT operator should report this to the MCC responsible for coordination
with the satellite operator.
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3.1.1.11 SARP Bit Error Rate

The SARP Bit Error Rate, based on nominal solutions for known beacons. It is
maintained separately for each combination of LEOSAR satellite and LEOLUT
ground station.

Indicator
When the SARP Bit Error Rate decreases, the LUT is demonstrating an improved
capability to receive the beacon signals through the SARP data channel,

Rationale

This performance parameter ensures that each LUT monitors the’data received from
the LEOSAR satellites, and reports the bit error rate of the datasyreceived through the
SARP data channel.

Definitions
A reference beacon is one of the Orbitography ordReference beacons operated by the
Cospas-Sarsat participants.
A nominal solution is a solution that is computed from, measurements of more than
three beacon transmissions, with the Tinerof Closest Approach spanned by the data
and with the Cross-Track Angle between 1° and 207.
#BITS = Number of data bits in the first proteCted data field of the beacon message,
including both the data bits and the - BCH codg, bits.
#ERR = Number of correctable bit errofs reported by the BCH code processing of
those messages.
The Bit Error rate is theq:

BERR =#ERR / #BITS
The baseline Bit Ertor Rate is'30% above the measured average:

BBERR = 1.3*( Average bit error rate over one week of normal operation )

Metric(s)

The Bit Error Rate is measured as the fraction of the total number of bits analysed.

Reporting Criterion
If the BERR exceeds the baseline (as defined above), then a Bit Error Rate anomaly
should be reported by the MCC.

Data Collection Process

The LEOLUT should compute the SARP Bit Error Rate for every message that is
received through the SARP data channel and that is used to generate a nominal
solution for any of the known reference beacons, and should report it to the host
MCC at the end of each satellite pass.

The MCC should maintain the SARP Bit Error Rate statistics for each combination
of LEOSAR satellite and LEOLUT. If the SARP Bit Error Rate for any satellite
pass exceeds the baseline value, then an anomaly should be reported to the Nodal
MCC.
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Data Verification Process

The SARP Bit Error Rate data should be accumulated by the MCC for each
combination of LEOSAR satellite and LEOLUT, using the data received from the
LEOLUT. This data is not normally verified by the MCC Operator.

Relevant Documents
C/S A.005, C/S T.002

Action

If a Bit Error Rate anomaly is detected from a single LUT for all satelites, the LUT
operator should review the satellite receive equipment and processing.

If a Bit Error Rate anomaly is detected from a single satellite fgtall’LUTs, the LUT
operator should report this to the MCC responsible for coordination with the satellite
operator.

3.1.1.12 SARR Bit Error Rate

The SARR Bit Error Rate is based on nominal, solutions, for known beacons. It is
maintained separately for each combination ‘of LEOSAR satellite and LEOLUT
ground station.

Indicator
When the SARR Bit Error Ratejdecreases;<the LUT is demonstrating an improved
capability to receive the beaconsignals through the SARR data channel.

Rationale

This performance parameter ensures’that each LUT monitors the data received from
the LEOSAR satellites, and réports the bit error rate of the data received through the
SARR channel.

Definitioris
A referenge beacon is one of the Orbitography or Reference beacons operated by the
Cospas-Sarsat participants.
Asnominal solution is a solution that is computed from measurements of more than
three beacon transmissions, with the Time of Closest Approach spanned by the data
and with the Cross-Track Angle between 1° and 20°.
#BITS = Number of data bits in the first protected data field of the beacon
message, including both the data bits and the BCH code bits.
#ERR = Number of correctable bit errors reported by the BCH code processing of
those messages.
The Bit Error rate is then: BERR = #ERR / #BITS
The baseline Bit Error Rate is 30% above the measured average:
BBERR = 1.3 * ( Average bit error rate over one week of normal operation )

Metric(s)

The Bit Error Rate is measured as the fraction of the total number of bits analysed.
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Reporting Criterion
If the BERR exceeds the baseline (as defined above), then a Bit Error Rate anomaly
should be reported by the MCC.

Data Collection Process

The LEOLUT should compute the SARR Bit Error Rate for every message that is
received through the SARR data channel and that is used to generate a nominal
solution for any of the known reference beacons, and should report it to the host
MCC at the end of each satellite pass.

The MCC should maintain the SARR Bit Error Rate statistics for each eombination
of LEOSAR satellite and LEOLUT. If the SARR Bit Error Ratefor any satellite
pass exceeds the baseline value, then an anomaly should be réported to the Nodal
MCC.

Data Verification Process

The SARR Bit Error Rate data should be accumulated by the MCC for each
combination of LEOSAR satellite and LEOLUT-using the data received from the
LEOLUT. This data is not normally verified by.the MCC.Operator.

Relevant Documents
C/S A.005, C/S T.002

Action

If a Bit Error Rate anomaly~is déetected from a single LUT for all satellites, the LUT
operator should review the;satellite receive equipment and processing.

If a Bit Error Rate anomaly is deteCted’from a single satellite for all LUTs, the LUT
operator should reportAhis to the MEC responsible for coordination with the satellite
operator.

3.1.1.13  PRass'Scheduling Accuracy

The Pass»Scheduling Accuracy is maintained separately for each combination of
LEQSAR satellite and LEOLUT ground station.

Indicator

The lower the gap that the Pass Scheduling Accuracy Quality Indicator reports show
between the predicted time of Acquisition of Signal (AOS) or Loss of Signal (LOS)
of a LEOSAR satellite pass and the actual time of the event, then the better the LUT
satellite reception equipment is working. Alternately, it may indicate that the LUT
has better orbit ephemeris data for the satellites.

Note that the LUT may not predict the times of AOS or LOS at the horizon, so it is
not an indicator of a problem if the actual reception begins before the predicted time
of AQS, or if it continues beyond the predicted time of LOS.

Rationale
This performance parameter ensures that each LUT is monitored to determine when
the LUT does not track a LEOSAR satellite pass as scheduled.
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Definitions
A scheduled pass is a LEOSAR satellite pass over the LEOLUT that was included in
the pass tracking schedule of that LUT.
TAOSP = Predicted time of Acquisition of Signal of the satellite over the LUT.
TLOSP = Predicted time of Loss of Signal of the satellite over the LUT.
TAOSA = Actual time of Acquisition of Signal of the satellite over the LUT.
TLOSA = Actual time of Loss of Signal of the satellite over the LUT.
TAOSOFF = TAOSA - TAOSP
TLOSOFF = TLOSA - TLOSP

Metric(s)

The Pass Scheduling Accuracy is measured in seconds.

Reporting Criterion

The criterion for an anomaly is two seconds; if TAGSOFF is greater than two
seconds or if TLOSOFF is less than minus two seconds, then a Pass Scheduling
Accuracy anomaly should be reported by the MCC-

Data Collection Process

On each scheduled LEOSAR satellite gass; the LEOLUT should note when the
signal is first received from the LEOSAR satelite and when the signal is last
received from the satellite, and sheuld Comparé’these times with the predicted times
of AOS and LOS. If the timesoffsets do-not meet the specified criteria, then the
LEOLUT should report a Pass'Seheduling Accuracy anomaly to the host MCC.

Data Verification Process
The Pass Scheduling-Accuracy ‘should be checked by each LEOLUT on every
scheduled LEOSAR satellite pass.

Relevant Documents
C/S A.005, /S T.002

Action

I.aPass Scheduling Accuracy anomaly is detected from all LUTs for all satellites,
the MCC operator should review the satellite pass schedule processing.

If a Pass Scheduling Accuracy anomaly is detected from a single LUT for all
satellites, the LUT operator should review the satellite receive equipment and
processing.

If a Pass Scheduling Accuracy anomaly is detected from a single satellite for all
LUTs, the LUT operator should review the satellite orbital element and pass
scheduling data for that satellite.

3.1.2 GEOSAR System Performance Parameters

T.B.D.
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3.1.3 MCC Self-Monitoring

The document C/S A.005 “Cospas-Sarsat MCC Performance Specification and
Design Guidelines”, requires an MCC to monitor the following System elements in
its national ground segment: LUTs, LUT/MCC communication networks, the MCC
itself and connections to external communication networks.

a. Baseline requirements

In order to achieve this objective, the MCC shall be provided withsthe necessary
information, including that described in sections 3.1.1 and 3.12\concerning the
LEOLUT self-monitoring and the GEOLUT self-monitoring, and,in section 3.1.3.1
which concerns LUT/MCC and external communication networks.

Ground Segment Providers are encouraged to make—arrangements with national
RCCs and SPOCs in their service area to assess periadically the effectiveness of
Cospas-Sarsat alert data distribution. This can bé.achieved by cooperation between
MCCs and SPOCs or RCCs to ensure thatssufficient. feed-back information is
provided by SAR services.

Anomalies in the MCC operations should be detected by the MCC itself whenever
possible, in particular to avoid distributing unreliable or corrupted data. If such
detection fails, the other MCCs/with’ which<it. communicates in accordance with the
“Cospas-Sarsat Data Distribation Plan™{(C/S A.001), should endeavour to detect
these anomalies and should notify the observed anomalies to the transmitting MCC.

b. Monitoring 6F MCC Operations

An MCC’s compliance with the above requirements can be verified by:

- apalysing an “assoCiated LUT’s performance parameters described in
seetions 3.1.1 and 3.1.2, or receiving the appropriate status information and
warnings generated at the LUT level; and

- monitoring of its communication links with its LUTS, its national RCCs and
associated SPOCs, and with other MCCs as described in section 3.1.3.1.

3131 LUT/MCC Communication Links Monitoring
0] Link Failures

The MCC should monitor communication links between the MCC and its associated
LUTs, which should achieve 100% availability. MCCs which do not have automatic
detection of link failure should be kept aware of each satellite-pass processed by the
LEOLUT and monitor the time delay between the forecasted loss of signal at the
LEOLUT and the reception of alert data from that pass. If no data is received at
LOS + 30 minutes, the MCC should verify the availability of the communication
link.
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In addition MCCs should monitor the following quality indicator to detect any
anomalies in the LUT/MCC links: LUT/MCC data transfer time.

(i) Integrity of Data
The MCC shall verify the integrity of alert data it receives, which includes
monitoring:

- the number of received alerts with reference to the number of alerts sent by the
LUT and/or the sequence of messages, and

- the percentage of messages received from the LUTs with format’errors and/or
out of range data.

Any significant discrepancy of these parameters should be.detected and the anomaly
corrected, or appropriate actions should be undertaken at, MCC level to eliminate the
corrupted data from the alert data distributed to SAR services.

3.1.3.2 MCC to MCC Communication Ldinks
0] Link Failures

Communication link failures observed by can~MCC shall be notified to the
corresponding MCC with a view-0:

- correcting the anomaly; or
- switching to available backsup-Tinks.

(i) Integrity of Data

Any detected*0ss of messages exchanged between MCCs should be notified to the
transmittingyMCC and “investigated. However, such loss may remain unnoticed,
depending,“on the communication link protocol, and the assessment of
communication link performance may require periodic testing.

All'MCCs should monitor the percentage of messages received with format errors or
out-of-range data for each communication link and report to the originating MCC, as
appropriate.

3.1.33 MCC to RCC/SPOC Communication Links

0] Link Failures

Communication link failures observed by an MCC shall be notified to the

corresponding RCC/SPOC and alternative alert data distribution procedures should
be used, as appropriate.
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(i) MCC/SPOC Communication Test

Each MCC shall perform a monthly communication test with each SPOC in its
service area, using each declared communication link. The test shall include a
transmission of a test message from the MCC to the SPOC and an acknowledgement
of the message by the SPOC/RCC operator (i.e. an automatic acknowledgement is
not acceptable) to the MCC. However, MCC-SPOC communication links that have
been successfully used operationally at least once (with the messages acknowledged
by a SPOC/RCC operator) during the month may be considered as already tested.

A successful communication test requires that the manual acknowledgement from
the SPOC/RCC be received within 30 minutes and the test meSsage should clearly
reflect this requirement. The test should be undertaken at yarigus times throughout
the day.

(iii) Reporting of MCC/SPOC Communication Tests

Each MCC should report results of the MEC/SPOC ,communication test to the
Cospas-Sarsat Secretariat, who will provide~a summapy.report to IMO COMSAR as
part of the annual Cospas-Sarsat status repoert:

MCCs should report on a monthly- basis (after’each communication test) using the
format provided at Annex | to this document.\ All reports should be focused on non-
functionality, but a report should’be submitted even if all communication tests are
successful.

3.1.4 Notification of 406 Mtz Large Location Errors (Doppler Processing
Anomalies)

When a 406(MHz largeTacation error (over 120 km) is detected, the party detecting
the errar(should complete the Report on Cospas-Sarsat Large Location Error
(Doppler Processing Anomalies), per Annex F and forward this report to the Cospas-
Sarsat, Secretariat. The party detecting the error should make an attempt to
determine the cause of the error using the information described in Annex F. If the
cause is determined to be a known systematic error (e.g., 24 hour problem), the party
detecting the error will also inform the MCC associated with the source LEOLUT.
This latter information will be transmitted using the message formats described in
Annex E.

The Cospas-Sarsat Secretariat will collect all reports on large location errors and
group the reports into at least three categories:

- errors caused by less than optimal observation parameters (i.e., less than
4 points and/or TCA not in window and/or CTA not between 1 and 29
degrees),

- systematic errors caused by either faulty equipment or incorrect processing of
data (e.g. 24 hour problem), and

- errors caused by beacons activated during a satellite pass.
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The Secretariat will provide an analysis of reported large location errors to the Joint
Committee for review and action.

3.2 Space Segment Self-Monitoring

The general health of the spacecraft is routinely monitored by the spacecraft provider, using
telemetry data, to detect out-of-specification conditions.

Information on anomalies which could significantly degrade System performance or limit the
operation of a SAR payload will be provided to all Ground Segment opérators via the MCC
network and to the Cospas-Sarsat Secretariat, in accordance with thé-procedures defined in
the “Cospas-Sarsat Data Distribution Plan” (C/S A.001). When netified of a change in status
of any of the payloads, the Secretariat will update the Space Segment Status on the Cospas-
Sarsat website and in document C/S A.001.

Any Ground Segment operator who detects anomalies in the performance of the Space
Segment during routine System monitoring activitiespand has genfirmed that such anomalies
are not due to its Ground Segment equipmentyshall informi~the relevant Space Segment
Provider. Analysis of Space Segment anomalies will bé“Coordinated among the relevant
Space Segment Providers and possible corrective action {e.g. switch to back-up payload) will
be taken, as appropriate.

Information on anomalies which ‘gould significantly degrade System performance, that are
detected during tests and confirmied\by the relevant Space Segment Provider, will be provided
to all Ground Segment operators via the MCC network, in accordance with the procedures
defined in the “Cospas-Sarsat Data Distribution Plan” (C/S A.001).

- END OF SECTION 3 -
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4. BEACON PERFORMANCE MONITORING

4.1 Description of Beacon Monitoring

Beacon monitoring and reporting consists of two parts:

- monitoring of beacon performance and reporting anomalies to interestedarties, and

- monitoring of non-distress beacon activations, or operationdl”false alerts, and
determining the cause of activation.

Beacon anomalies include:

- non-activation of beacons in distress situations, or in, circumstances where a beacon
should have been automatically activated,

- anomalies related to actual beacon activation, and

- anomalies detected during mandatory of/routine -inspections of installations by
responsible authorities.

Administrations should monitor beacon affomalies~and exchange information with other
Administrations who have type-approyed the sanie type of beacon (see document C/S S.007).
This exchange of information shotld be dohe'as soon as practical and contain data that is
useful in determining if the anomaly is a lo¢alyproblem or a global concern.

Operational false alerts mdyhave a varicty of origins and their elimination is of interest to all
users. Distress alert statistics sheuld identify the cause of operational false alerts. Each
operational false alert should be_categorised as being caused either by beacon mishandling,
beacon malfunction, mounting failure, environmental conditions, or unknown circumstances.

4.2 Beacon Monitoring Requirements

All Cospas-Sarsat Participants should monitor the operation of beacons to determine the
number of beacon anomalies or operational false alerts such as listed below:

All information should be recorded by Administrations, and reported as provided for in
Annex B to this document.
42.1 Anomalies

- non-activation of beacon in distress situation or in circumstances where it
should have been automatically activated;

- non-detection or location of an active beacon;
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- beacons transmitting repeatedly in the self-test mode; and

- other anomalies detected during manufacturers' testing or inspection
performed by Administrations on equipment installed on board ships or

aircraft.
422 Miscoded Beacons
T.B.D.
4.2.3 Operational false alerts, in the following categories

- Beacon mishandling: activations which were caused by the>mishandling of the
beacon by its user/owner;

- Beacon malfunctions: activations caused by beacon” (electronics including
battery) malfunctions;

- Mounting failures: activations which were”caused by mounting failures or
release mechanism malfunctions;

- Environmental conditions: activations ¢atised by extreme weather conditions;

- Voluntary activation: non-declared.tests (vOluntary activation of beacon for
test, without preliminary information op-agreement of authorities) malicious
activations, etc.; and

- Unknown: confirmedy®eacon activations where the cause could not be
determined or no feedback infermation was received from the SAR authorities.

4.2.4 Notification of Beacon Anomalies

All Cospas-Sarsat Participants should work with appropriate national Authorities to
reduce the humber of bgacon anomalies. In this purpose, one or more of the
following( individuals and/or organisations should be notified when a beacon
anomaly 1s detected:

a) Beacon Owner: The owner/user should be notified of the problem and the
importance of having the beacon serviced, as well as the potential for the
beacon not working correctly when required. The owner/user may be
contacted using identification information embedded in the beacon (e.g.,
radio call sign, tail number, MMSI, etc.), the registration information if the
beacon is registered, or using the manufacturer to trace the owner.

b) Beacon Manufacturer: The manufacturer of the beacon should be notified
of the problem. The manufacturer can be traced through the information
embedded in the beacon message (e.g., C/S Type Approval Number), or
through the registration information. The manufacturer can then detect
systemic problems and take preventive and/or corrective action as
necessary.
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c) National Type Approval Authority: The national type approval authority, or
mandating authority, should be notified so that it may track beacon
malfunctions and take appropriate action if required.

d) Cospas-Sarsat: Cospas-Sarsat Participants should be notified in accordance
with the format in Annex E so that they may make appropriate
recommendations concerning the type approval of the affected beacon
model(s).

Since the determination of the cause of false alerts is totally dependent on the feed-
back information received from national RCCs and SPOCs, national ‘Administrations
should encourage their RCCs and SPOCs to provide timely._inféormation which
describes the cause and disposition of each beacon activatiofi,/ when an alert is
received from their associated MCC.

- END OF SECTION 4 -
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5. INTERFERENCE MONITORING

5.1 Effects of Interference on the System

The 406 MHz band has been allocated by the International Telecommunication8nion (ITU)
for distress alerting using low power emergency position indicating/radiobeacons:
nevertheless there are unauthorised signal sources in various areas of the\world radiating
signals in the 406.0 - 406.1 MHz band which interfere with the Cospas-Satsat System. These
sources are not 406 MHz beacons, but operate either in the 406 MHz-band or at some other
frequency and produce spurious emissions in the 406 MHz band.

Interferers degrade the performance of the on-board 406 MHz SAR processor (SARP) and
reduce the probability of detecting real beacon messagés«n the case of Sarsat satellites,
interferers also degrade the signal relayed by the on-board 406 MHz repeaters (SARR) and
mask actual beacon messages. A few strong interferers (i.e.>»3.Watts) located in an area
about the size of a continent can virtually jam the satellites ‘and prevent distress beacons in
that area from being located.

Unless immediate steps are taken to JOeate and «emove these unauthorised interference
transmissions, lives could be lost when strong interferers mask the 406 MHz distress signals.

Conventional land-based interferenee monitoring methods are not suitable for an international
satellite system providing glébal coverage, Fortunately, the Cospas-Sarsat satellite system
itself can be used to detect\and locate/many of the interference sources world-wide, if the
interference signals are\.monitored at suitably equipped earth receiving stations (i.e.
LEOLUTSs with 406 MHZ interférénce monitoring capability).

5.2 Meahs of Monitoring 406 MHz Interference

Sarsdtisatellites have 406 MHz repeaters for retransmitting emissions received from Earth in
the band 406.0-406.1 MHz. As a result, the time/frequency pairs of interference emissions
can be measured at LEOLUTs specially equipped to perform this processing. 406 MHz
interferers generally transmit continuous signals for a long period of time as compared to the
short, one-half second beacon bursts. These near continuous signals produce a Doppler curve
which is used to compute the interferer location. Unlike the processing of distress beacon
emissions, no identification code can be extracted from an interfering signal, since its
modulation, if any, would not be in the correct format. Emissions from a single interference
source must be identified by location.

The coverage area for processing unauthorised emissions is limited to the reception area of
the LEOLUT. Therefore, a network of interference monitoring LEOLUTs at selected
locations is desirable in order to provide an interference monitoring capability over a larger
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area. Annex C shows the location and coverage area of LEOLUTS currently monitoring 406
MHz interference.

5.3 Suppression of 406 MHz Interference

The following actions have been taken by the ITU or Cospas-Sarsat regarding 406 MHz
interference:

a) the ITU has set up a framework for protecting the 406 MHz bandsas_described in
Recommendation ITU-R SM.1051-2 “Priority of Identifyingsand Eliminating
Harmful Interference in the Band 406-406.1 MHz”;

b) the ITU has requested countries participating in CospassSarsat to monitor the
406 MHz band for interference;

c) the ITU has developed forms for the “Informationyreport concerning interference”
and the “Feedback report concerning the interference seurce”. These report forms
are shown in Annex C;

d) the Cospas-Sarsat Council encourages countries/tetritories installing new LEOLUTSs
to incorporate an option in their EEOLUTSs for, monitoring 406 MHz interference
and to utilise this capability routinely;

e) the Cospas-Sarsat Couneil has approvéd LEOLUT specifications which include
optional 406 MHz repeates processing*for interference monitoring;

f) the Cospas-Sarsat'Council has requested the Secretariat to provide information on
406 MHz interference to. user organizations, such as IMO and ICAO, including the
list and locations of interfereénce sources reported by Cospas-Sarsat Participants; and

2) the Cospas-Sarsat Council has agreed a form for reporting persistent 406 MHz
intétferers. This form is shown in Annex C and includes the data required by
¢).above.

54 Notification of 406 MHz Interference

Ground Segment operators are encouraged to provide monthly interference reports on
persistent interferers to the Cospas-Sarsat Secretariat using the reporting format as presented
in Annex C at Table C.1, and to provide reports to the ITU in accordance with their national
procedures and the ITU requirements. Ground Segment operators are encouraged to extend
their reporting to the entire geographic area of visibility of their LEOLUTs, and not to limit
themselves to their MCC service area. An interferer is persistent when it has been detected by
10% or more of the available Sarsat satellite passes at or above a 5 degree elevation angle
(measured from the interference source) and when it has been observed by the reporting
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MCC no less than 10 times (10 distinct satellite passes) per month over the reporting period.
Table C.1 in Annex C provides more details on reporting criteria.

A persistent interferer case should remain open and should continue to be reported until there
are no emissions for a period of 60 days. After that time the case should be considered closed.

When an interferer significantly degrades System performance, Ground Segment operators

are also encouraged to inform the search and rescue authorities in the area where the
interferer is located.

- END OF SECTION 5 -
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6. REPORTING ON SYSTEM STATUS AND PERFORMANCE

6.1 Scope and Objectives of Reporting

Cospas-Sarsat is an evolving system, partly through changes in technology, and-also as more
countries become associated with the Programme (as User States or Ground Segment
Providers), or simply make use of the System. It is therefore essential ¢oyassemble basic
information for keeping track of the evolution of the System and its world-wide performance
and use, in order to form the necessary basis for future planning activities in Cospas-Sarsat.

The status of the System (including Space Segment, Ground Segment and beacons), and a
summary of its performance and the history of detected anomali€s, should be reported by all
Participants, as appropriate, for every twelve-month periody in accordance with the format
provided in section B-1 of Annex B to this document./~[hese reperts, after being aggregated
by the Secretariat into a single document, are reviewed by the Jeint Committee and submitted
to the Council. The annual reports therefore forni the’basis used for updating the operational
System documents (e.g. C/S A.001) and als¢ such widely’ distributed documents as the
“Cospas-Sarsat System Data” and “Information Bulletif’”.

6.2 Space Segment

Information on the Space Segment statussand its operation is to be provided only by the
Space Segment Providers,

Such information should Cover:

- operational spacecraft,

- 406\MHz payloads,

- other payloads when applicable (e.g. 406 MHz repeaters),

- the readiness and launch schedule of new spacecraft and payloads,

- occurrences of almost identical orbital paths of any two satellites, and

- significant events affecting the Space Segment, e.g. changes in payload
configuration of operational satellites, periodic software resets (watchdog timeouts).

All Participants should be kept informed of the current status of the Space Segment. In order
to accomplish this, Space Segment Providers shall inform all Ground Segment operators
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whenever there is a change to the status of any SAR payload as soon as possible. A change
in status can be the commissioning (with or without limitations), de-commissioning, or
change in configuration of a SAR payload. The Secretariat should also be notified of the
change in status. The Secretariat will update C/S A.001 and distribute the update to all
Participants on an annual basis. In addition the Secretariat will update the space segment
status on the Cospas-Sarsat website.

6.3 Ground Segment
6.3.1 MCCs and LUTs

The annual reports should cover the operational status of I's for the 406 MHz
processed frequency band, and of MCCs, including \communication links.
Information on the availability of Ground Segment™equipment should also be
reported as defined in section 6.3.3. It is important that information on the
upgrading of existing MCCs and LUTs, and abouf.the implementation of MCCs and
LUTs by new participating countries is included,

Such developments may have an impagton”other Greund Segment Providers, and
the information is vital for plasnhing an gorderly evolution of the MCC
communication network.

For the same reasons, reports from MCE, operators should also include information
on the number of 406 MHz" beacen\sSignals reported to RCCs within the MCC
service area.

6.3.2 OtherGround Ségment Sub-Systems

The annual (reports shguld include information on the status and performance of
sub-systems) such as orbitography and reference beacons and the Sarsat time
reference beacon.

Malfunctioning orbitography and reference beacons should be reported in almost
real-time.

6.3.3 Calculation of LUT/MCC Availability

Availability (A) is expressed as a percentage and is calculated by dividing the
amount of operational time (OT) by the time required to be in operation (OTR). The
time required to be in operation (OTR), expressed in hours, is 24 times the number
of days in the reporting period inclusive of all maintenance downtime. The
operational time (OT) is OTR minus the system downtime (DT) reported in hours.
Downtime is that period of time when a system fails to perform its basic functions as
described below. Therefore, availability (A) is calculated as:

A =(OT/OTR) * 100 = (1 - (DT/OTR)) * 100
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6.3.3.1 MCC System Availability

MCC system availability measures the probability of an MCC performing all its
basic functions of receiving and processing LUT/MCC data and communicating
with other MCCs as presented in Figure 6.1. An MCC's basic functions are
described in Cospas-Sarsat Mission Control Centre (MCC) Performance
Specification and Design Guidelines (C/S A.005). Specifically, a Cospas-Sarsat
MCC must be able to:

a. receive and process (e.g., validate, geosort, filter) all alert and system data
from national LUTs and foreign MCCs in accordance with/”Gospas-Sarsat
Data Distribution Plan (C/S A.001) and Cospas-Sarsat ‘Standard Mission
Control Centre Interface Description (C/S A.002);

b. monitor the Cospas-Sarsat System in accordance with Cospas-Sarsat
System Monitoring and Reporting (C/S A.003);

archive and retrieve alert data and information; and

d. maintain communications links.
SAT
COM || COM
ry
BCN LUT | MHp| MCC |— MCC
Beacon Satellite LUT Data MCC Availability
Availability’. " Availability  Availability

Figure 6.1: System Availability
6.3.3.2 LEOLUT Data Availability

LEOLUT data availability measures the probability of receiving complete and
accurate LEOLUT data at the MCC as shown in Figure 6.1. Whenever LEOLUT
data is not received at the MCC, downtime is measured from LOS of the last
successful satellite pass to AOS of the next successful satellite pass. Part of
LEOLUT data availability is a LEOLUT’s ability to perform basic functions. The
basic functions of LEOLUTs are those specified in Cospas-Sarsat Local User
Terminal Performance Specification and Design Guidelines (C/S T.002) and
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national requirements. If any basic function or requirement is not performed by the
LEOLUT and the function has an impact on the operational data to the SAR forces,
the LEOLUT data should be considered unavailable.

The LEOLUT's basic functions are further described as the capability to:

a. maintain ephemeris, acquire, track and receive the downlink signal from
Cospas-Sarsat satellites;
b. demodulate 406 MHz repeated (as required) and 406 MHz processed data

stream channel (PDS) signals;
maintain and update the required time and frequency refetenees;

d. process 406 MHz PDS data in the format specified gh.Cospas-Sarsat Space
Segment Description (C/S T.003);

decode and error correct 406 MHz PDS data;
process 406 MHz repeated (as required) signals;
calculate Doppler positions for all 406*MHz signals;

> 0 oo

provide the data (required by C/S)A.002) and an interface to national
MCCs; and

1. raise alarms and warnings-for any angmmalous condition.
6.3.3.3 GEOLUT DataAvaiability:
1.B.D.
6.3.4 Determining the Status of Operational Ground Segment Equipment

The status of Ground\Segment equipment, as reported by the respective Ground
Segment Operators, is compiled annually and presented by the Secretariat in widely
distributed documents such as the “Cospas-Sarsat System Data” and “Information
Bulletin”. To ensure that these reports reflect the true status of the Cospas-Sarsat
Systém, there is a requirement to identify those components of the System which
have reached full operational capability (FOC) but no longer function, or could
cause adverse effects on System operations. System components which are so
identified are to be considered as commissioned, but not operational.

In addition, System components should not continue to be operated in an initial
operation capability (IOC) status for a period greater than one year. If Ground
Segment equipment does not attain FOC status within one year, then it is to be
considered as under development. Additional information on extended operation of
equipment in an IOC status is contained in the documents C/S T.005 (LEOLUT
commissioning), C/S T.010 (GEOLUT commissioning) and C/S A.006 (MCC
commissioning).
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6.3.4.1 Procedure for Determining the Status of Operational Ground
Segment Equipment

In addition to the annual reports submitted by Ground Segment operators, several
other methods can be used for determining equipment status. These include:

- periodic monitoring by Ground Segment operators as described in section
3,

- periodic tests on a regional or global level, or

- reporting of anomalies by nodal MCCs (as part of their (regular System
monitoring, including daily QMS objective monitoring as described in
section 2).

An annual system test of alert processing will be conducted,in January of each year,
as described in Annex J. Each Ground Segment operator should report on their
ground segment processing and, in addition, eachhnnodal MCC should review the
results of the performance of the ground segmentprocessing in their DDR based on
the traffic flow that was observed. Ground Segment/operators and nodal MCC
operators should report results of the test in’Section 1°2.5 of the Report on System
Status and Operations as per Annex B, findicating-whéther the expected processing
described in Tables J.2 and J.3 suceessfully occutred and giving details on any
failures.

The Joint Committee, using the information provided as noted above and the
guidelines described below, will réyiew the status of all commissioned Ground
Segment equipment on‘an’ annual basis and present their recommendations to the
Council.

Figure 6.2 presents an overview of the procedure to be used for determining and
reporting the_sStatus of,_Cospas-Sarsat Ground Segment equipment. The figure
depicts activities involved for equipment which is operational in either an I0C or
FOC status. As shown in Figure 6.2, for example, equipment that has been
downgraded to a “commissioned, not operational” status will have to undergo some
limited retesting prior to reintegration into the System in an FOC status and reported
in System documentation as fully operational.

6.3.4.2 Guidelines for Determining the Status of Operational Ground
Segment Equipment

If there is a problem with a particular Ground Segment component that is noted from
System or QMS monitoring, a Participant’s annual report, or from periodic
exercises, careful consideration should be used when making a determination of its
status and each case should be reviewed considering the following general
guidelines:
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- the effect of the problem on SAR operations,
- the expected duration of the problem,
- the impact on the integrity of the Cospas-Sarsat System, and

- the impact on other Ground Segment equipment.

For example, if an MCC consistently provides an invalid value for a field in distress
alert messages which is not required for message processing, there is probably a
negligible impact on SAR forces. In cases such as this, no change in the\equipment
status would probably be necessary as the mission of the System issnétaffected.

The expected duration of the problem also has to be determined/ JA situation where
equipment does not meet specifications for a short period./may be acceptable.
However, equipment failing to operate according to specifications for long durations
should be declared as “commissioned, not operationdl”y Similar to the impact on
SAR operations, the impact on the integrity and credibility of the System should also
be considered in the reporting of System status.

Consideration should be given to the statlis jof implgmentation of system changes
reported by each Ground Segment opetator in its annual report as per Annex B,
section 1.4, in particular the status of. critical changes, to assist in determining the
status of the operation Ground Segment equipment.

Lastly, the impact of a problemr in the-equipment of one Ground Segment operator
on the equipment of other, operators, should be considered. The failure to follow
prescribed specifications, by one Ground Segment operator should not negatively
impact on others.
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6.4 Distress Beacons

It is essential to regularly update beacon population figures (maritime, aeronautical, land-
mobile and test), as well as national forecasts of beacon populations over a 5 year period, in
order to assess in due time any future adjustments which might be required in the ground
segment capacity. The beacon population should be assessed in accordance with the Cospas-
Sarsat definitions for EPIRBs, ELTs and PLBs. For similar reasons, changes in the national
regulatory situation should be reported, including the possible impact on beacon population
forecasts.

Each Cospas-Sarsat Participant should also provide the list of nationally apptoved beacon
models to the Secretariat. This list will be maintained by the Secretariat for distribution to
Cospas-Sarsat Participants. Administrations participating in Cospas;Sarsat will thereby have
access to additional information about the performance of beacens\type approved in their
country but used in other areas.

Each Cospas-Sarsat Participant should include a narrativ€.summary of beacon anomalies in
its annual report for inclusion in the Cospas-Sarsat Report on System Status and Operations.

All Cospas-Sarsat Participants should provide/a, summary~ef their 406 MHz carriage
requirements regulations, coding, registration‘\réquirements, etc to the Secretariat for
inclusion in document C/S S.007, Handbook of Beacon/Regulations.

6.5 False Alert Rate

The false alert rate should be (calculated invthree ways, i.e., one percentage to show the false
alert rate as a function of the beacon pepulation, a second percentage to show the false alert
rate as a function of total alerts ‘transmitted to SAR authorities, and a third series of
percentages to show false alert'sates as a function of specific beacon models. The procedures
for calculating each of the three false alert rates are described below.

6.5.1 FRalse-Alert Rate as a Function of Beacon Population

The false alert rate as function of the total beacon population can be viewed as a
method of tracking false alerts from a Cospas-Sarsat System perspective. The rate
should be calculated by dividing the number of false alerts and undetermined alerts
occurring world-wide with the reporting Participant’s country code(s), by the
estimated total beacons with the Participant’s country code(s), as reported at section
1.3.1 of the Report on System Status and Operations provided at Annex B. This
calculation is recommended to be provided for each type of beacon (EPIRBs, ELTs
and PLBs).
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6.5.2 False Alert Rate as a Function of the Total Number of Alerts

The false alert rate calculated as a function of the total number of alerts can be
viewed as representing the SAR response perspective. This rate should be
calculated by dividing the number of false alerts and undetermined alerts transmitted
to SAR authorities in the reporting Participants service area, by the number of total
alerts transmitted to the SAR authorities in the service area. The data for this
calculation is provided in section 2.1 of the Report at Annex B.

6.5.3 False Alert Rates as a Function of Beacon Model

The false alert rate for each beacon model is used as a first'step for identifying
possible problems with specific variants of beacon models, CFhis rate is calculated
by dividing the number of false alerts attributed to a given beacon model variant
(e.g. beacon model, type and activation method) transmitted to SAR authorities in
the reporting Participant’s service area, by the estimated total number of beacons of
that model, type and activation method withl.the Participant’s country code.
Participants are encouraged to conduct further analysis on those models which
exhibit high false alert rates with a viewsto \identifying their causes. Caution is
advised in drawing conclusions in resp€et of possible’beacon problems from this
data since experience has shown that\fals¢ alerts,cafibe caused by factors not related
to beacon design.

A hypothetical example for s¢perting these statistics is provided below at Table 6.1.

Table 6.1:  Example(for Reporting False Alert Rate by Beacon Model

Model Name | TAG Beacen Type / Estimated Number of False
Activation Method Number of False Alert
Beacons Alerts Rate
ModelA 300 ELT / Manual 100 2 2.0%
ModelA 300 ELT / Auto 200 25 12.5%
ModelB 321 EPIRB / Manual 20 1 5.0%
6.6 Interference

Experience has shown that interference is a threat to System integrity and that eliminating it
is a long-term effort. In order that Cospas-Sarsat can ascertain the global status of
interference at 406 MHz, it is necessary that LEOLUT operators who perform routine
monitoring of interference in the 406 MHz band report on a monthly basis to the Secretariat
and to ITU as specified in section 5. The Secretariat should summarise data on persistent
interference in its annual report on System status and operations and present this information
to international organizations (IMO, ICAO and ITU) on an annual basis.
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6.7 406 MHz Beacon Message Processing Anomalies

Processing anomalies which occur during 406 MHz beacon message processing may have a
detrimental impact on System integrity. In an effort to minimise this negative impact, MCC
operators should collect and analyse processing anomalies as a function of all MCC
processed messages, with a view to determining which type of alerts are a source of the
anomalies. The analysis of processing anomalies should be reported according to the
guidelines provided at Annex G.

6.8 Distress Incident Report of SAR Events Assisted by Cospas-Sarsat-information

To assess the effectiveness of the contribution being made by the Cospas-Sarsat System to
search and rescue world-wide, information on distress incidents should be provided by MCCs
on a quarterly basis, in the format given at Annex B, section B-2:

6.9 Collecting and Reporting Data for SAR Event Analysis

On occasions, Cospas-Sarsat may be asked to preVide informatien on the performance of the
System in respect of specific search and réscue events: “_The Cospas-Sarsat Council has
approved a procedure for interested parties-to request(this information from Cospas-Sarsat,
this procedure is provided at Annex H.

Annex H also provides guidelinesito Ground, Segment operators for collecting and reporting
the necessary data to the Cospas-Sarsat/Scceretariat for analysis. All data should be
accompanied with a covering detter that summarises the information provided. The letter
should also provide a narrative description of the status of the operator’s Ground Segment
equipment during the time,period of'the event analysis.

Ground Segment gpcrators may, on an annual basis, undertake a SAR event analysis of an
incident of their'cheosing and report their findings to the Joint Committee.

- END OF SECTION 6 -
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ANNEX A

A EXPLANATION OF TERMS AND ACRONYMS USED IN C/S A.003

Al DEFINITIONS OF TERMS

Calibration Factor: System data provided to LEOLUT operators by Space Segment Providers
for the calibration of LEOLUTS, as defined in document C/S A.003.

Processing Anomaly: An alert message produced by the Cospas-Sarsat(Syistem which either
should not have been generated or which provided incorrect information. Anomalous alert
messages can either be filtered by the System, in which case they~are not forwarded to SAR
authorities, or unfiltered, in which case they are forwarded to SAR-authorities, and may be a
cause of false alerts.

Nature of Cospas-Sarsat Distress Alert Data:

a) Distress Alert

Cospas-Sarsat distress alert received by SAR duthorities where an actual or potential
distress situation exists. DistresSyalerts should be designated by RCCs as one of the
following categories:

Only alert: Cospas-SarSat ‘was the unique source of information (alerting
and locating).

First alert: Cospas-Sarsat was the source of the first alert received by SAR
forces on the distress situation.

Supporting data: Cospas-Sarsat provided alert and/or location data which was
used by SAR services in support of the search and rescue
operation.

Data not used in SAR: Cospas-Sarsat provided alert and/or location data which was
not used by SAR services in support of the search and rescue.

b) False Alert

Cospas-Sarsat distress alert received by SAR authorities when no distress situation
actually exists, and a notification of distress should not have resulted. Operational
false alerts are false alerts resulting from beacon activations.
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c) Undetermined

Those beacon activations reported to the RCCs, for which the SAR organizations
within the MCC service area have not returned SAR incident data, or the source of
the signal could not be determined.

Number of 406 MHz beacon activations reported to RCCs/SPOCs within the MCC service
area: The total number of alerts with location and those detect-only alerts which have been
properly validated by the MCCs. Real and image positions count as only onealert. Those
406 MHz beacons seen on multiple passes, possibly with both location and detect=only alerts,
are counted as only one event.

Performance Parameter: LUT and MCC processing results from ,6ne or several satellite
passes, as specified in document C/S A.003, characterise the quality of alert data provided to
SAR services.

Quality Indicator: LUT and MCC processing results fronl.ene or several satellite passes, as
specified in document C/S A.003, characterize the performance of.Space or Ground Segment
sub-systems (e.g. a satellite SARR and SARP instruments, a LUI}a MCC or an orbitography
beacon).

Reporting: Providing on an annual basis, a summary (0f ;the status of System elements and
their performance during the reporting pefiod; as defined in document C/S A.003.

Baseline Criteria: Established perfermance critefia against which the measurement results of
performance parameters and quality indicat6rs, should be compared to assess the performance
of Space and Ground Segment elements.

Expected Number of Points: The number of 406 MHz data points (also referred to as bursts)
that should be detectéd on any‘en¢pass of a satellite over a beacon. The number of points is
dependent on satellite altitude and cross track angle. See Annex D for reference table of
expected number of points using 0° or 5° horizons.
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A2 LIST OF ACRONYMS
AGC Automatic Gain Control
AOS Acquisition of Signal
COSPAS Satellite system for search vessels in distress (Russia)
C/S Cospas-Sarsat
CTA Cross Track Angle
DAO Date (epoch) of reset to zero of Sarsat-SARP time counter
dB Decibel
DDP Cospas-Sarsat Data Distribution Plan (C/S A.001)
ELT Emergency Locator Transmitter
EPIRB Emergency Position Indicating Radio Beacon
FCal Frequency calibration (Sarsat only)
GEOLUT Local User Terminal in a GEOSAR System
GEOSAR Geostationary Satellite System for Search and Rescue
GEOSAT GEOSAR satellite
ID Identification
ITU International Telecommunication Union
km Kilometre
LEOSAR Low Earth Orbiting (LEO) satellite system fornSAR
LEOSAT LEOSAR satellite
LEOLUT Local User Terminal in a BEOSAR Sy§tem
LEO/GEO Combining LEOSAR data with GEOSAR data in a LEOLUT to produce
Doppler locations
LOS Loss of Signal
LUT Local User Terminal
MCC Mission Control Géntre
MHz Megahertz
PDS Processed Data Stream
PLB Personal Lecator Beadon
QMS Quality Management System
RCC Res¢ue, Coordination Centre
SAR Search and Rescue
SARP Search and Rescue Processor
SARSAT Search and Rescue Satellite-Aided Tracking System
SARK Search and Rescue Repeater
SDV standard deviation
SIT Subject Indicator Type
SPOC SAR Point of Contact
SRR SAR Region
TBD To Be Determined
TCA Time of Closest Approach
TCal Time Calibration (Sarsat only)
uUso Ultra Stable Oscillator
UTC Coordinated Universal Time
WF Window Flag

- END OF ANNEX A -
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ANNEX B

B. SYSTEM STATUS AND OPERATIONS AND DISTRESS INCIDENT
REPORT FORMATS

B-1 FORMAT OF REPORT ON SYSTEM STATUS AND OPERATIONS

Date of report: dd mmm yyyy

Origin: country name

Time period: 1 January to 31 December yyyy
1 System Status and Development Schedule

1.1 Space Segment

1.1.1  Status of operational spacecraft
1.1.2  Status of payloads
1.1.3  Readiness and launch schedule of new.spacecraft / payloads

1.1.4 Report on significant“events', (changes in payload configuration of
operational satellites, etc.)

1.2 Ground Segment

1.2.1  LUTsoperational status
1.2.2 S MCCs operational status

1:23~ Other Ground Segment sub-systems (orbitography network, time reference
beacons, etc.)

1.2.4  Schedule of new Ground Segment equipment installation / commissioning
1.2.5  Results of System test per Annex J of document C/S A.003.

LUT / MCC Reporting Format for System Level Test
Ref Nr. <MCC Name'> <LUT Name'> <LUT Name">

28
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Nodal MCC Reporting Format for System Level Test
(to be provided only by administrations which operate nodal MCCs)

Ref Nr.

<MCC Name'>

<MCC Name'>

<MCC Name'>

<MCC Name'>

28

The performance of the respective ground segment equipment for each test scenario is indicated with:

“x — number” to denote that the ground segment equipment did not producgthe results described in
Annex J. An explanation for each anomaly should be provided.

Note: (1) Official name of ground segment equipment being reported upon as détailed in Annex II to document
C/S A.001 (DDP) (e.g. the Australian MCC with code 5030 would be indicated in the report as “AUMCC”, and
the French LEOLUT with code 2271 would be indicated in the report as <Toulouse”).

1.3 Distress beacons *
1.3.1
Registered EPIRBs
Registered ELTs
Registered PLBs

1.3.2

133

Evaluation of beacon population:

Registered SSASb€acons

Registered-T'ésts

Evaluation of new\beacons used as a replacement

Eyvaluation of non-registered beacons (where possible)

Changes of regulatory status

Update of the beacon population forecast:

Year / Beacons

2015

2020

ELTs

EPIRBs

PLBs

SSAS beacons

Note: * - To be provided by all Cospas-Sarsat Participants, including User States.
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1.4 Status of Implementation of System Changes

(Details of approved System changes are provided on annual report form by the
Secretariat, available on the web at www.cospas-sarsat.int)

Number and | Description of Change (Type)
Report Ref. (note (a))

Criticality
(note (b))

Implementation
Date

Document

(a) Corrective, Adaptive, Enhancement, Optional

(b) Routine, Critical

2. SYSTEM OPERATIONS

2.1 Number of beacon activations reported to RCCs/SPOCs within the MCC service

arca

ALERT CLASSIFICATIONS

EPIRB

ELT.®

PLB! | Sub-Total | Total

Distress alerts

False alerts

Unfiltered processing anomalies

Operational false alerts
(beacon activations)

Beacon mishandling 2

Beacon malfunction

Mounting failupe *

. .. 2
Environmental iconditions

Voluntary*activation’

UnKnown *

Undetermined

TOTAL

Note 1:  Optional information.

Note 2:  See Appendix B.1 for classifications of Cospas-Sarsat alerts and Appendix B.2 for examples of
operational false alerts associated with each classification.

2.2 Percent of detected beacons with own country code that are registered
EPIRB %
ELT %
PLB %

Total

%
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2.3 LUT/MCC availability

Availability is expressed as a percentage and is calculated by dividing the amount of
time in operation by the time required to be in operation. See section 6.3.3 for
complete instructions.

a.  MCC system availability
b.  LUT data availability

2.4 Report on significant events or anomalies during period of operation
2.5 Report on beacon anomalies
Non-activation of beacons. Attach a narrative report.for €ach case presented.

b.  Operational false alerts. Where possible, provide the data according to
Appendix B.1 in order to better track the false.alertiproblem.

c.  Other beacon anomalies. Where possible, previde the 15 hexadecimal beacon
identifier, the beacon type, the country‘\code, first and last detection, average
repetition rate, and calculated frequency.

2.6 False Alert Rate
2.6.1  Cospas-Sarsat System, perationsPerspective
false alerts + undetermined alerts,world-wide with Participant’s country code(s)
estimated total fumber of.beacons with Participant’s country code(s) '
Note 1: Total provided in section 1.3.1.
Number of false alerts + Estimated number of beacons False alert rate
undetermined alerts (%)
world-wide
EPIRB
ELT
PLB
Totals

2.6.2  SAR Response Perspective (see section 2.1)
false alerts + undetermined transmitted to RCCs/SPOCs in Participants service area
total number of alerts transmitted to RCCs/SPOCs in Participants service area

Number of false alerts + undetermined alerts Total number of alerts False alert rate

transmitted to SPOCs (%)
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2.6.3  False Alert Rate by Beacon Model
Model Name TAC Beacon Type / Estimated Number False
1) 2 Activation Method Number of of Alert
3) Beacons False Rate
(4) Alerts

Notes: 1. Beacon model name.
2. Cospas-Sarsat Type Approval Certificate Number.

3. Beacon type and activation method (e.g. EPIRB/Automatic; ElT/Manual, etc.). Each
combination of beacon model / activation method should be reported on a separate line.

4. Estimated total number of beacons of that models=type and activation method with
Participant’s country code(s).

2.7 Report on educational and regulatory actions to reduce false alerts

Provide a summary of actions undertaken/by the PRarticipant working with their
national Administrations, and with the-Administratiens of the SRRs within its MCC
service area as applicable, to reduce ‘the number, 6f false alerts and to reduce the
impact of false alerts.

2.8 Report on MCC back-up procedure testresults

Provide a summary of-tcst results, uhdertaken by the MCC operator according to the
existing back-up procedures and agreements.
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B-2 FORMAT OF DISTRESS INCIDENT REPORT FOR DOCUMENTATION
OF SAR EVENTS AND PERSONS RESCUED

a) Type of incident (aviation, maritime, land etc.):

Frequency Channel:
- 406.025 MHz

-406.028 MHz
-406.037 MHz
- 406.040 MHz

NN

Beacon Hex ID (15 hex characters):

Is beacon registered? Y/N
b) Date of incident (dd mm yyyy):
c) Location of incident
d) Identification / type of craft involved
e) Circumstances of distress situation
) Nature of Cospas-Sarsat alert data

- only alert

- first alert

- supporting.data

- data‘not used in SAR

CICICIEA

g) Number ofpersons:
<involved ...
-rescued e

h)  Thelsearch and/or rescue operation was assisted by Cospas-Sarsat data:

- Yes |:|
- No |:|

i)  Other significant information:
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APPENDIX B.1 - CLASSIFICATION OF COSPAS-SARSAT ALERTS

Alerts Received By SAR Authorities

T

False Alerts Distress Alerts Undetermined

Unfiltered Processing Anomalies

Beacon Activations
(Operational False Alerts)

— Beacon Mishandling
Improper installation procedure / locatign
Improper testing and maintenance
Improper use
Improper disposal of beacon

— Beacon Malfunction
Faulty activation switch,'i.e., gravity dctivated, magnetic, mercury, or crash
Water ingress
Transmitting distress signal‘while in test position
Electronics.malfunction

— Mounting Failure
Strap‘erbracket failure
Release meehanism malfunction
Eaulty mounting magnet for externally mounted ELT

—~ Environmental Conditions
Extreme weather conditions

Voluntary Activation
Non-declared tests
Malicious activations

—  Unknown
(Confirmed Beacon Activations)
No feedback received on why beacon was activated
Investigation into beacon activation cause was inconclusive
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APPENDIX B.2 - EXAMPLES OF OPERATIONAL FALSE ALERTS

Beacon Mishandling

Improper installation procedure / location

Exposed to sea action or ship’s work, beacon activated by sea spray or
wave, crewman bumped beacon, equipment struck beacon, beacon
installed upside down, improperly placing beacon into bracket,

Improper testing and maintenance

Failure to follow proper testing procedures, negligence, poor beacon
testing instructions, aircraft in situ test, left beacomyin “on” position too
long. Inspection by authorised inspector: ageidental activation during
vessel equipment inspection.

Repair by owner (usually unauthorised) or‘authorised facility: causing
damage to beacon, activation durin@ battery change, changing of
hydrostatic release while servicing beacon.

Improper removal from brackét: inspeCtion, test, cleaning, or safe
keeping without switching off.

Beacon shipped to / by retailer, ownen, repair facility (in transit): shipped
while armed, improperly packed, improperly marked, rough handling.
Maintenance of, raft: meclanical, electronic, wash down, painting,
winterization.

Beacon stored impropefly: Stored while armed.

Improper use

Illegal activation: hoax, vandalism, theft.

Accidental \activation: owner or SAR authorities report accidental
activation and no further information.

Demonstration / test not co-ordinated with Cospas-Sarsat / SAR
authorities: training, exercise, product demonstration using on position
instead of test.

Improper disposal of beacon

Beacon sold with craft for scrap, discarded as trash, abandoned.

Beacon Malfunction

Faulty activation switch, i.e., gravity activated, magnetic, mercury, or crash

Hard landing, excessive craft vibration.

Water ingress

Water leakage due to manufacturing defect, cracked casing, faulty seal.

Transmitting distress signal while in test position
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Transmitted non-inverted frame sync while in test mode.

Electronics malfunction
Non-GPS electronics malfunction.

Mounting Failure

Strap or bracket failure

Strap failure, mounting bolts sheared, retainer pin broken,~beacon fell

out of bracket.

Release mechanism malfunction
Premature release of hydrostatic release.

Faulty mounting magnet for externally mounted\EET
Switch magnets not effective.

Environmental Conditions

Extreme weather conditions
Hurricane / cyclonie <“conditiens, vessel knocked down,
overturned, heavy seas, ice build-up.

Voluntary Activations

Non-declared tests

Malicious activations

Unknowm, (Confirmed Beacon Activations)

No feedback received on why beacon activated

Investigation into beacon activation cause was inconclusive

- END OF ANNEX B -
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ANNEX C
C. 406 MHz INTERFERENCE MONITORING AND REPORTING

C1 STATUS OF LEOLUT MONITORING CAPABILITIES

The following Cospas-Sarsat LEOLUTs are capable of monitoring 406 MHzinterference,
using special equipment in the LEOLUT, in conjunction with the 406 MHz repedter on Sarsat
satellites. The coverage area of LEOLUTs performing 406 MHz routin€ interference
monitoring is shown at Figure C.1.

New Zealand:

Wellington

LEOLUTs COMMENTS *
Algeria: Quargla Routine monitoring
Algiers Routifie monitoring
Argentina: El Palomar Routine monitoring
Rio Grande Routine monitoring
Australia: Albany Routifie/monitoring
Bundaberg Routine monitoring
Brazil: Brasilia Routine monitoring
Manaus Routine monitoring
Recife Routine monitoring
Canada: Churchill Routine monitoring
Edmonton Routine monitoring
GoopseBay Routine monitoring
Ottawa (Test facility) Available
Chile: Easter ISland Available
Punta Arenas Available
Santiago Routine monitoring
China (P.R,): Beijing Available
France: Toulouse Routine monitoring
Greece: Penteli Routine monitoring
Hong Kong, China: Hong Kong Routine monitoring
India: Bangalore Routine monitoring
Lucknow Routine monitoring
Indonesia: Jakarta Periodic monitoring
Italy: Bari Routine monitoring
ITDC: Keelung Available
Japan: Gunma Routine monitoring
Korea (Rep.of): Incheon Routine monitoring

Routine monitoring
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LEOLUTs COMMENTS *
Nigeria: Abuja Routine monitoring
Norway: Spitsbergen Available
Tromsoe Routine monitoring
Pakistan: Lahore Periodic monitoring
Peru: Callao Routine monitoring
Russia: Nakhodka Available
Saudi Arabia: Jeddah Routine monitoring
Singapore: Singapore Periodic monitoring
South Africa: Cape Town Periodic monitoring
Spain: Maspalomas Routing monitoring
Thailand: Bangkok Routine monitoring
Turkey: Ankara Routine monitoring
UK: Combe Martin Routineymonitoring
USA: Alaska Routine monitoring
California Routine monitoring
Florida Routine monitoring
Guam Routine monitoring
Hawaii Routine monitoring
Vietnam: Haiphong Routine monitoring

Notes: *  Periodic monitoring:*the LEOBUT can be set by the MCC operator to a special operating mode to
check for 406 MHz interference periodically as needed.

Routine{monitoring: the LEOLUT automatically monitors each scheduled Sarsat satellite pass above
5° for 406 MHz interference.
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C.2 ITU INTERFERENCE REPORT FORMS
(from Recommendation ITU-R SM.1051-2)
c.21 Information report concerning interference
a)  Mean latitude and longitude
b)  Probable search radius from mean location. Country. Nearest city,
c)  Frequencies
d)  Number of observations (total and number since last report)
e)  First and last date of occurrences
f)  Modulation characteristics
g)  Times and days-of-week of occurrences

h)  Other details

C.22 Feedback report/cencerning the interference source

a)  Latitude and longitude

b)  Fundamental\frequencyfofjoffending source (this may be outside the band)
c¢) Type of equipmeérit

d)  Cause of interference

e) N\ Action taken
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. 1
Table C.1: 406 MHz Interference Report Format
Reporting Period (DD Month — DD Month YY)
Part 1
Site ID Location o Dates of Times and Days of Week of Number of Other
Number > § ’é? 2 4 Obsérvations Occurrences Observations Details '°
S o —~ S o - 2% (number since last
- £ Y. E Z—E; et 2 £ 5 _: report and total)
geX| Bz % © 2] i) 2 58 Current Total
g ~ | <58 | £5% g% = o ) \: 8] Period °
= s & £ | 555 | =% 23 3 £ o Sy o o er
> S a5 = 2838 | =28 g 5 2 o o = 2 i} 3 g g (minimum
=] bt = - o S22 | g~ 8% ] S 5 QE ] 2 = i = reported:
g @ S @ 3 n 2L o S o = o = g > 2 g A = - = = P
2 o = 0 = S5 |sS% a < g = E 2 2 A 5] = ) nn/month)
S =1 5 5 E = S ) = 3 ] < & & S g 5] =
2 = 2 2 2 E s = 9, 52 = = 3 a 5
ar 8| & = == =
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
MID Text Text | NE,W, nn nn +nn.nn | +nnnann| 406.nnn | N/ME/PE H/M/E Onn  [YYMM |YYMM |YYMM |Sn, Mo, HH: HH: nn Nnnn Text
123456 SW, etc. DD DD DD Tu, etc. MM MM
MID
123457
etc.
Note:  See next page.

(Cont.)
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Part 2 (see Note 7)
Status Location (Confirmed) Narrative, including the identification‘of'the source, as available

(open/closed) | Country Nearest Latitude Longitude Type of | Assigned | Assigned Class of Power Cause of Action Other
1-opn, 0-clsd City (d°, 1000™ | (d°, 1000™ | Equipment | Frequency | Frequency | Emission | Chafatteristics | Interference Taken Data

of d°) of d°) (MHz) Band

(MHz)
22 23 24 25 26 27 28 29 30 31 32 33 34

1 Text Text +nn.nnn tnnn.nnn
0

Notes: 1.  Reporting should be provided in Excel format on a monthly basis. Minimum data is pequired for the following columns: 1, 2, 3, 6, 7, 8, 9, 13, 14, 19 and 20. Fields for
which data is not available can be left blank.

2. Site ID number consists of two parts: 3-digit country code according to ITU MID.c@dé of the ¢ountry of reporting authority plus 6 digits, assigned by the authority to
the site. The reporting MCC should label a given interferer with the same Site ID in consecutive-feports.

3. Type of modulation of main carrier: N — emission of unmodulated carrier, ME- emission(of modulated carrier, PE- emission of pulses (data optional for Part 1, supplied
in case of availability).

4. High: Reducing throughput of reference beacon in case of mutual visibility by 50%fand more, Medium — by 25-50%, Low —less than 25%.

5. Monthly detection ratio DR = N1/(N1+N2), where: N1 — number,of passes over’emitter at/above 5 degrees, with at least 1 location; N2 — number of passes over emitter
at/over 5 degrees, with no location.

6. Interferers with DR > 0.1 and with no less than 10 separate observations {10 distinct satellite passes) per month by the reporting MCC over the current reporting period
are the ones that should normally be reported. However, giveh the differentlevels of interference in various parts of the world, MCCs may adjust their reporting criteria
in order to keep the number of interferers reported at a reasonable leveld The criteria used shall be indicated in the report (header of columns 12 and 19). An interferer
that remains below the chosen reporting criteria over‘a given reporting period may still be reported in order to ensure continuity with previous reports. MCCs are
encouraged to use their judgment to ensure the continuity ofithescontent of their reports over time and to give a meaningful account of the interferers located in their
region.

7. These items depend on feedback report coneerning interference source. This is normally provided after the site has been closed and emissions have been stopped.

The radius of the Search Area (column 6) may'be computed using the standard deviations of latitude and longitude.

9. Mean Detected Frequency (column,9) When more than one frequency is observed, the frequency nearest to the current operational band(s) is to be reported. Other
frequencies will be listed in Other PetailS (column 21).

10. Other Details (column 21): Inelude,in*separate attachment, as needed.

o

- END OF ANNEX C -
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ANNEX D
D. PERFORMANCE PARAMETERS FOR SYSTEM SELF-MONITORING

Table D.1: LEOSAR System Performance Parameters

Performance Parameter Criteria Anomaly | Conditions Comments
LEOSAR Processing time for each PT=(TMTX ALLOS)
3.1.1.1 System 20 min PT > 1200 incident a%e ot reported TMTX = Time offMCC transmission
Timing P TLOS =Tum¢ of Loss of Signal
Received Baseline — MRP < Measured at elevations MRP = Maximum Received Power at
3.1.1.6 Down-link 10dB B._ 10dB above 5° from the LEOLUT | LEOLWT receiver, based on AGC value
Power Level ) (See note 1) (Seemnote 2)
Loss of Baseline + DCL > Measurid at elevations DCL = dur.at10n (above ﬁve‘deg.rees)
3.1.1.7 - above 5° from the LEOLUT Y_when carrier lock is not maintained
Carrier Lock 10% B+ 10%
(See note 1) (See note 2)
Standard pass over THRU =#REC / #EXP
31.1.8 SARP 70% THRU < orbito raph or\;e fererice Data points from Ref. Beacon
T Throughput ’ 70% beacor% (Speeynote M #REC = Number received
#EXP = Number expected
SODGS'\S;Z DRR < Measured atyelevations DRR =#REC / #EXP
3.1.1.9 Recove 80% 0% above(5*from the EEQLUT | #REC = Number received
Ratery ’ (See note 1) #EXP = Number expected
I\_lumber _of Baseline + 4SPA > Ayerage per satel}lte during #SPA=number of single point alerts
3.1.1.10 Single Point o 3 one day of operation
50% B. +50% (See note 2)
Alerts (See note 3)
ABERSARP = average bit error rate in
SARP Bit Baseline + ABRESAR  MepywTed on PDS beagon SARP messages, measured as defined in
3.1.1.11 o P> B. + messages received during
Error Rate 30% N paragraph 3.1.1.11 of C/S A.003 (See
30% each pass (See note 1)
note 2)
. . ABERSAR | Measured on SARR beacon ABERSARR = average bit error rate n
SARR Bit Baseline,* . . SARR messages, measured as defined in
3.1.1.12 3 R>B + messages received during
Error Rate 30% paragraph 3.1.1.12 of C/S A.003 (See
30% each pass (See note 1) note 2)
Pass AAOS > AAOS = actual AOS of pass
31113 Scheduliri 2 seconds PAOS+ 2 For every predicted satellite | ALOS = actual LOS of pass
T AcatiNC 9 ALOS < pass (See note 1) PAOS = predicted AOS
Y PLOS - 2 PLOS = predicted LOS
Notes:
ese Performance Parameters shall be measured and reported separately for each combination o satellite an
1 These Perft P hall b d and d ly fi h bination of LEOSAR satelli d
LEOLUT.
2) The baseline value for each of these Performance Parameters shall be measured over a period of at least one week of
normal system operation.
is Performance Parameter shall be measured on eac satellite pass over the , and shall be checke
3 This Perf P hall b d h LEOSAR satelli he LEOLUT, and shall be checked

daily. An anomaly shall be reported for any day when the Parameter value exceeds the criterion




(1) Sarsat Time Calibration Calculation:
DAO =rollover time, seconds
DAOn = DAO at present check
DAOo = DAO at previous check + 2"*k*N/Fro

k = Number of rollovers from previous to present.check
N =23 for SARP-2 and SARP-3
N = 99360 for SARP-2, N¢= 200000 for SARP<3

Fro =USO frequency at previous check, Hz

(2) Sarsat SARP Frequency Calibration Calculation:
Fro =USO frequency at previous checks Hz
Frm = USO frequency at present check, Hz
Nd  =# days from previous to present check:

(3) Sarsat SARR Frequency Calibration) Calculations
OF, = frequency offset atprevious(check, Hz
OFy = frequency offset at present check, Hz
Nd  =+# days frem,previous to present check

(4) Orbit Vector Calibration Calculation:

PoAQS = AOS computed with previous orbit vectors
PnA@©S= AOS computed with present orbit vectors
PoLOS = LOS computed with previous orbit vectors
PnLOS = LOS computed with present orbit vectors
Nd = # days from previous to present check

EDAO = | DAON-DAOo |

A30CT29.09 D-2 C/S A.003 - Issue 2
October 2009
Table D.1: LEOSAR System Performance Parameters (Cont.)
Calibration Factor Criteria Anomaly Conditions Comments
For each SARP TCAL
3.1.1.2 | Sarsat SARP TCAL 10 ms EDAO > 10 ms update (See note 1)
(See note 5)
3.1.1.3 | Sarsat SARP FCAL | .05Hz EUSO> .05 Hz | Foreach SARPFCALupdate | (g i o)
(See note 5)
Sarsat & Cospas For each SARR FCAL
3.1.1.4 SARR Frequency 1 Hz EFR>1Hz update (See note 3)
Calibration (See note 5)
3115 Sarsat & Cospas 5km POFFS > 5 km For each orbit data update (See note 4)
T Orbit Vectors 5 m/sec VOFFS > 5 m/sec (See note 5)
Notes:

EUSO = | Frn — Fro| / Nd

EFR = | OFy — OF, | /Nd

AOFFS = | PoAOS — PnAOS |/ Nd
LOFFS =|PoLOS —PnLOS |/ Nd

If the satellite has recently performed an orbit manoeuvre, then no Orbit Vector Calibration Calculation

anomaly should be reported.

(5) These Calibration Factors shall be measured and reported separately for each combination of LEOSAR

satellite and LEOLUT
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Table D.2: Number of Points Transmitted by a Distress Beacon
during a Satellite Pass
CTA Max Cospas Satellites (1000 km Altitude) Sarsat Satellites (850 km Altitude)
(Beacon | Elevation
to Angle 0 Degree Horizon 5 Degrees Horizon 0 Degree Horizon 5 Degrees Horizon
Satellite)| Cospas/ | Duration of | No.of |Durationof| No.of |Durationof| No.of |Durationof | No.of
Sarsat Pass (min) Points | Pass (min) | Points | Pass (min) | Points | Pass (min) | Points
0 90.0/90.0 17.6 21 14.9 17 16.0 19 13.4 16
1 82.6/81.5 17.6 21 14.9 17 16.0 19 13.4 16
2 75.4/73.3 17.5 21 14.8 17 16.0 19 13.4 16
3 68.6/65.7 17.5 20 14.8 17 15.9 19 13.3 15
4 62.2/58.7 17.4 20 14.7 17 15.9 19 13.2 15
5 56.4/52.5 17.3 20 14.6 17 15.8 18 13.1 15
6 51.1/46.9 17.2 20 14.5 17 15.7 18 13.0 15
7 46.3/42.0 17.1 20 14.3 17 15.6 18 12.8 15
8 42.0/37.7 17.0 20 14.2 16 15.4 18 12.6 15
9 38.1/33.8 16.8 20 14.0 16 152 18 12.4 14
10 34.6/30.0 16.7 19 13.7 16 15,1 18 12.2 14
11 31.4/27.4 16.5 19 13.5 16 14.8 17 11.9 14
12 28.5/24.6 16.2 19 13.2 15 14.6 17 11.6 13
13 25.9/22.2 16.0 19 12.9 15 14.3 17 11.2 13
14 23.5/19.9 15.7 18 12.6 15 14.0 16 10.9 13
15 21.3/17.8 154 18 12.2 14 13.7 16 10.4 12
16 19.2/15.9 15.1 18 11.7 14 13.3 16 9.9 11
17 17.3/14.1 14.7 17 11.2 13 1279 15 9.4 11
18 15.6/12.5 14.3 17 10.7 12 15.5 14 8.7 10
19 13.9/10.9 13.9 16 10.1 12 12.0 14 8.0 9
20 12.3/9.4 134 16 9.4 11 11.5 13 7.1 8
21 10.8/8.1 12.9 15 8.6 10 10.9 13 6.1 7
22 9.4/6.8 12.3 14 17 9 10.5 12 4.7 5
23 8.1/5.5 11.7 13 6.6 7 9.4 11 2.6 3
24 6.8/4.3 10.9 13 5.2 6 8.5 10 NA NA
25 5.6/3.2 10.1 12 3.0 3 7.5 8 NA NA
26 44/2.1 9.2 11 NA. NA 6.2 7 NA NA
27 3.3/1.0 8.1 9 NA NA 4.5 5 NA NA
28 2.2/0.0 6.7 8 NA NA 0.6 0 NA NA
29 1.I/NA 5.0 5 NA NA NA NA NA NA
30 0.1/NA 1.6 1 NA NA NA NA NA NA

Note: * = For orbitography_ beagons, multiply number of points by 1.6.

- END OF ANNEX D -
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ANNEX E

E. ANOMALY NOTIFICATION MESSAGES

The System anomaly notification message is transmitted according to the guidance contained
in section 3.1.1 of this document and section 3.7 of Cospas-Sarsat Data Distribution Plan
(C/S A.001). For messages to be transmitted to all MCCs, use SIT 605 format. Fer messages
to be transmitted to specific MCCs, use SIT 915 format.

Example of System Anomaly Message to all MCCs:

/00001 00000/2270/94 123 1845
/605/xxx0 (where xxx is the MCC to which this message.is/transmitted)
/SYSTEM ANOMALY NOTIFICATION MESSAGE

(include narrative text here to describe Sysfem anomaly, concerning performance
paramerters, quality indicators, or calibratign’ factors)

/LASSIT
/ENDMSG

Example of System Anomaly Messagé to.a specific MCC or Ground Segment Provider:

/00001 00000/2270/94 A23-1845
/915/3660
/SYSTEM ANOMALY NOTIFICATION MESSAGE

(include, narrative text here to describe System anomaly concerning performance
parameters, quality indicators, or calibration factors)

/LASSIT
/ENDMSG
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E.1 LEOLUT AVAILABILITY STATUS MESSAGES

E.1.1- SIT 915 Warning Message

[DATE: HHHH UTC, DD MONTH YEAR]

FROM: XXMCC

TO: YYMCC

SUBJECT: LEOLUT AVAILABILITY STATUS WARNING MESSAGE

1. IN ACCORDANCE WITH COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING LEOLUT AND SATELLITE COMBINATION IS NOT-MEETING
THE REQUISITE AVAILABILITY CRITERION FOR THE 1 DAY PERIOD"ENDING AT
XXXX UTC, DD MONTH YEAR.

LEOLUT [NAME & ID] AND SATELLITE [ID] [AVAILABILITY: XX PERCENT]
LEOLUT [NAME & ID] AND SATELLITE [ID] [AVAILABILITY; XX PERCENT]
ETC

2. REQUEST A CHECK FOR THE CAUSE OF THE REDYCED AVAILABILITY.
REGARDS

E.1.2 - SIT 605 Status Message
(Advising non-conformity)

[DATE: HHHH UTC, DD MONTHWYEAR]
FROM: XXMCC
TO: ALL MCCS

SUBJECT: LEOLUT AVAIRABILITYsNON-CONFORMITY STATUS MESSAGE

1. IN ACCORDANCE WITH GOSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING LEOLUT*ANDISATELLITE COMBINATION(S) IS NOT MEETING
THE REQUISITE(AVAILABILITY CRITERION FOR THE 1 DAY PERIOD ENDING AT
XXXX UTC, DD MONTH YEAR.

LEOLUT [NAME & ID] AND SATELLITE [ID]
LEOLUT [NAME & ID] AND SATELLITE [ID]
ETC

2. THE CORRESPONDING CHANGE HAS BEEN MADE TO THE COSPAS-SARSAT
WEBSITE.

REGARDS
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E.1.3 - SIT 605 Status Message
(Advising return to normal operations)

[DATE: HHHH UTC, DD MONTH YEAR]

FROM: XXMCC
TO: ALL MCCS
SUBJECT: LEOLUT AVAILABILITY CONFORMITY STATUS MESSAGE

1. IN ACCORDANCE WITH COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING LEOLUT AND SATELLITE COMBINATION AVAIRABILITY HAS
RETURNED TO NORMAL AS OF DATE: XXXX UTC, DD MONTH(YEAR.

LEOLUT [NAME & ID] AND SATELLITE [ID]
LEOLUT [NAME & ID] AND SATELLITE [ID]
ETC

2. THE CORRESPONDING CHANGE HAS BEENAMADE TO, THE COSPAS-SARSAT
WEBSITE.

REGARDS

Note: Reference to XXMCC will be the'nodal MCE.supporting the MCC responsible for the
LEOLUT.
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E.2 GEOLUT AVAILABILITY STATUS MESSAGES

E.2.1- SIT 915 Warning Message

[DATE: HHHH UTC, DD MONTH YEAR]

FROM: XXMCC

TO: YYMCC

SUBJECT: GEOLUT AVAILABILITY STATUS WARNING MESSAGE

1. IN ACCORDANCE WITH COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING GEOLUT AND SATELLITE COMBINATION(S) IS NOT"MEETING
THE REQUISITE AVAILABILITY CRITERION FOR THE 1 DAY PERIOD"ENDING AT
XXXX UTC, DD MONTH YEAR.

GEOLUT [NAME & ID] AND SATELLITE [ID] [AVAILABILITY: XX PERCENT]
GEOLUT [NAME & ID] AND SATELLITE [ID] [AVAILABILITY:: XX PERCENT]
ETC

2. REQUEST A CHECK FOR THE CAUSE OF THE REDYCED AVAILABILITY.
REGARDS

E.2.2 - SIT 605 Status Message
(Advising non-conformity)

[DATE: HHHH UTC, DD MONTHYEAR]
FROM: XXMCC
TO: ALL MCCS

SUBJECT: GEOLUT AVAILABILITY_ NON-CONFORMITY STATUS MESSAGE

1. IN ACCORDANCE WITH\COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING.GEOLUT AND SATELLITE COMBINATION(S) IS NOT MEETING
THE REQUISITE'AVAILABILITY CRITERION FOR THE 1DAY PERIOD ENDING AT
XXXX UTC#DD MONTH YEAR.

GEOLUT[NAME & ID] AND SATELLITE [ID]
GEOLUT [NAME & ID] AND SATELLITE [ID]
ETC

2. THE CORRESPONDING CHANGE HAS BEEN MADE TO THE COSPAS-SARSAT
WEBSITE.

REGARDS
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E.2.3 - SIT 605 Status Message
(Advising return to normal operations)

[DATE: HHHH UTC, DD MONTH YEAR]

FROM: XXMCC
TO: ALL MCCS
SUBJECT: GEOLUT AVAILABILITY CONFORMITY STATUS MESSAGE

1. IN ACCORDANCE WITH COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING GEOLUT AND SATELLITE COMBINATION AVAIRABILITY HAS
RETURNED TO NORMAL AS OF DATE: XXXX UTC, DD MONTH(YEAR.

GEOLUT [NAME & ID] AND SATELLITE [ID]
GEOLUT [NAME & ID] AND SATELLITE [ID]
ETC

2. THE CORRESPONDING CHANGE HAS BEENAMADE TO, THE COSPAS-SARSAT
WEBSITE.

REGARDS

Note: Reference to XXMCC will be théynedal MEC, supporting the MCC responsible for
the GEOLUT.
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E.3 LEOLUT ACCURACY STATUS MESSAGES

E.3.1- SIT 915 Warning Message

[DATE: HHHH UTC, DD MONTH YEAR]

FROM: XXMCC

TO: YYMCC

SUBJECT: LEOLUT LOCATION ACCURACY STATUS WARNING MESSAGE

1. IN ACCORDANCE WITH COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING LEOLUT AND SATELLITE COMBINATION(S) IS NOT MEETING
THE REQUISITE LOCATION ACCURACY CRITERION AT XXX UTC, DD MONTH
YEAR.

LEOLUT [NAME & ID] AND SATELLITE [ID]

[THE PERFORMANCE FOR THIS COMBINATION S, R.5: xx PERCENT, R.10: yy
PERCENT |

LEOLUT [NAME & ID] AND SATELLITE [ID]

[THE PERFORMANCE FOR THIS COMBINATION¢IS/R.5: xx PERCENT, R.10: yy
PERCENT ]

ETC

2. REQUEST A CHECK FOR THE CAUSB\OF REDUCED LOCATION ACCURACY.

REGARDS
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E.3.2 - SIT 605 Status Message
(Advising non-conformity)

[DATE: HHHH UTC, DD MONTH YEAR]
FROM: XXMCC
TO: ALL MCCS

SUBJECT: LEOLUT LOCATION ACCURACY NON-CONFORMITY STATUS
MESSAGE

1. IN ACCORDANCE WITH COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING LEOLUT AND SATELLITE COMBINATION dS,NOT MEETING
THE REQUISITE LOCATION ACCURACY CRITERION AS AT XXXX UTC, DD
MONTH YEAR.

LEOLUT [NAME & ID] AND SATELLITE [ID]
[THE PERFORMANCE FOR THIS COMBINATION{S, R.5: xx PERCENT, R.20: yy
PERCENT]

LEOLUT [NAME & ID] AND SATELLITE [ID]
[THE PERFORMANCE FOR THIS COMBINATION:ISIR.5: xx PERCENT, R.20: yy
PERCENT]

2. THE CORRESPONDING CHANGES TO, THE LOCATION ACCURACY AND
AVAILABILITY STATUS HAVE BEEN MADE TO THE COSPAS-SARSAT WEBSITE
AND DOPPLER SOLUTION S\DATA/»FOR THE LEOLUT AND SATELLITE
COMBINATION(S) IS (ARE)BEING SURPRESSED.

REGARDS
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E.3.3 - SIT 605 Status Message
(Advising return to normal operations)

[DATE: HHHH UTC, DD MONTH YEAR]
FROM: XXMCC
TO: ALL MCCS

SUBJECT: LEOLUT LOCATION ACCURACY CONFORMITY STATUS MESSAGE

1. IN ACCORDANCE WITH COSPAS-SARSAT QMS PLEASE BE ADVISED THAT
THE FOLLOWING LEOLUT AND SATELLITE COMBINATION* LOCATION
ACCURACY [AND AVAILABILITY] HAS RETURNED TO NORMAL"AS AT XXXX
UTC, DD MONTH YEAR.

LEOLUT [NAME & ID] AND SATELLITE [ID]

LEOLUT [NAME & ID] AND SATELLITE [ID]

ETC

2. THE CORRESPONDING CHANGE HAS BEEN MADE-L® THE COSPAS-SARSAT

WEBSITE AND DOPPLER SOLUTION DATA."FOR THE/ABOVE COMBINATION

LEOLUT AND SATELLITE IS NO LONGER'BEING SUPPRESSED.

REGARDS

Note: Reference to XXMCC willsbe the nodal MCC supporting the MCC responsible for the
LEOLUT.

-\END OF ANNEXE -
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ANNEX F

F. GUIDELINES FOR DETECTING AND REPORTING ON LARGE
LOCATION ERRORS (DOPPLER PROCESSING ANOMALIES)

F.1. DETECTING LARGE ERRORS

The main sources of information on Large Location Errors for an MCC are;
. SPOCs/RCCs or other SAR organisations,
. other Cospas-Sarsat MCCs, and

. the MCC’s data file, which can be compared to the complete set of locations
received for each operational beacon.

F.2. REPORTING OF LARGE LOCATION ERR@RS
F.2.1 By SPOCs/RCCs:

The following data items (as avdilable) should_be collected by the reporting
SPOC/RCC and forwarded to its associated MCC; no later than two weeks after the

incident:

. Beacon ID,

. Actual location,

. How actual location was.detérmined,
. ID of beacon,carrier,

. Beacon type,

. Beacon manufacturer/model/serial number,

. MCC that sent the alert message to the SPOC/RCC,

. Message sequence number(s) from reporting MCC,

. Reason for activation,

. Narrative description of incident to include amplifying details not specifically

requested above.

F.2.2 By MCCs to another MCC:
Message numbers exchanged on suspect location; and

Any additional information that may assist the MCC to identify and resolve the
problem.
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F.2.3

F.3.

F3.1

By MCCs to the Cospas-Sarsat Secretariat:

MCCs should forward by email to the Cospas-Sarsat Secretariat (mail@cospas-
sarsat.int) a quarterly report of large location errors using the Large Location Error
database built in Microsoft Access (Form F.1). The reporting form is digitally
available from the Secretariat, upon request. This reporting method requires
Microsoft Access to be installed on the local computer.

Note: When the local database is ready to be sent, it must be zipped tesprevent the
file from being blocked by email security filters.

DATA ITEMS
Cause of Large Location Error
The following conditions should be considered infidetitifying the causes of large
location errors:
a)  Marginal conditions
. low number of points,
. extreme CTA,
. TCA not bracketed\by/data peints;
b)  Interference

c)  Equipment faults;

. MCCmet performing to specification,

. LEQLUT/GEOLUT not performing to specification,

. satellite payload instruments not performing to specification,
. beacon not performing to specification;

d) \ ~Processing error:
« incorrect orbit vectors at LEOLUTS,

. poor SARP calibration (incorrect time or frequency calibration
parameters used by LEOLUT),

. satellite clock rollover,

. transposition of data fields (Doppler processing used a data point to
calculate the location that did not come from the same beacon event);

e) Beacon activation during satellite pass.
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F.3.2

F.3.3

Identifying the cause of large location errors
Identifying the cause of large location errors is easier if the following set of data is
available:

. All information received on suspect locations from directly connected LUTs or
from other MCCs (SIT 125, 135);

. All information received from SAR sources, particularly the beacon ACTUAL
POSITION, even if not very accurate;

. Location summary for this particular beacon (attach summary);{and
. Whenever possible, the time/frequency measurements for thesset of data
points.

The reporting form requests that the cause of error be categorized as follows:

. 24 hour time tag error

. Aircraft was moving

. Beacon malfunction

. Beacon turned on during pass
. Interference

. Marginal conditions

. MCC-LUT malfunetion

. Orbit vector problem

. SARP calibrationproblem
. Satellite.dnstruments malfunction
. Transposition of data fields

. Unknown (to be avoided if at all possible)

Actual position

MCCs are encouraged to make every effort to determine the true location of the
source and not rely on the MCC merged positions. This may result in each MCC
only reporting large location errors in which the actual location is confirmed, likely
in their own service areas.

If the actual position is known (other Cospas-Sarsat locations or SAR sources),
MCCs should:

a)  Calculate the satellite pass prediction table for this position and period of time;
. Compare actual CTA and location calculated CTA;
. Compare actual TCA and location calculated TCA;
. Compare actual AOS, LOS and dates of first and last points;

b)  Calculate the ratio of received/expected points using Table D.4; and
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¢)  Add an entry to the MS Access Large Location Error table using the data entry
form provided by the Secretariat.

F.3.4  Other useful data to collect
Along with the data documented in the MS Access Large Location Error data entry
form, the following data may be useful in analysing large location errors:
. Orbit vectors used by the LEOLUT at the time,
. LEOLUT SARP calibration data (if SARP data points were used),
. GEOLUT/LEOLUT calibration data (if GEOSAR data was used),
. LUT solution data, including time, frequency of datapoints used,
. Dot plots,

. Beacon information:
beacon manufacturer and model,
beacon transmit frequency,
beacon EIRP and antenna characteristics,

. Characterisation data/analysis eonducted‘on-interferers and the event.

Note: For large location errors, location calculated CTA and SDV*are no more accurate than the calculated
positions. Hence they are of little help,to identify large errors.

Form F.1:.Report on Large Location Errors

Form available digitally, upon request te the Secretariat (mail(@cospas-sarsat.int)

General Instructions: Report Large Location Emors [emars greater than 120 km) perC/5 dacument & 003, &nnex G. Fields are described in C/5 document
A.002. To obtain more information on walid input pardmetsis, chck on the field title and vigswinformation appearing at the bottom of the form. To input a
record, click on the »* button on the bottom of the o, To'report a LLE, minimum requiéd fields are Reporting LUT 1D, Repaorting MCC, Date of LLE,
TC&, Satelite ID and Approsimate Enor distance

Report on Doppler Processing Anomalies (Large Location Errors over 120 km)

Beacon 15 Hex 1D Conbibuting MCC 1D
Unda Entry

30Hex Message Reported | Reporting LUT 1D
Actual Latitude

LLE Latitude
Actual Longitude LLE Longitude

[degrees.decimal dearee, where + = North and - = South; + = East and - = Wes!

Approximate Ertagkm) Compute Location Eror Cause of Error 2
CTAJTrel:
Source of tre position | |
Cospas-Sarsat Solution Data
Date of LLE [dd-mrnrmeyy] Satellite ID -
TCA (24 Hour clock] Frequency Bias
MNumber of Poir: IMessage Filered [tick if yes. meaning
HmRet st message was NOT sent to RCC) =
Satelite Channel(s] = Prabability
Maj Az [km] ‘window Factor [0-3]
CTA (Reparted] — Confidence Factor [1-4]
Date of ADS [dd-mmm-py] Acquisition of $atPass [A05) for beacon
Date of LOS [de-mmm-yy] Loss of SatPass [LOS] for beacan |—
Std Deviation Frequency Bias Mode: -

Comments: Esit
Application

[include Country of registration and Protacol]

- END OF ANNEXF -
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ANNEX G

G. DATA COLLECTION FOR ANALYSIS OF 406 MHz BEACON MESSAGE
PROCESSING ANOMALIES

Reporting Period (DD Month YY — DD Month YY):

Reporting MCC:

Total number of processed messages (NNNNN):

Number of single point LEOSAR message processing anomalies:
Number of GEOSAR message processing anomalies:

Number of single point LEOSAR processing anomalies filtered:
Number of GEOSAR processing anomalies filtered:

The tabular structure outlined below can be used to assist Ground’Segment operators track
the data required to derive the number of processed messages, processing anomalies and
filtered processing anomalies to be reported (see above). Thistable, if used, would provide a
foundation for more detailed analysis if required. Aleng with this table, the following data
may be useful in analysing message processing anomalies:

a) Calculated Doppler location for.beth A and"B solutions

b) Bias frequency as measured.by the LEQRUT and/or GEOLUT
¢) LUT solution data, including time, frequency of data points used
d) Dot plots

¢) Beacon information
- beacon manufacturer‘and model
- beacOn, transmit frequency
- beacon EIRR and antenna characteristics

f) Charaeterisation data/analysis conducted on interferers and the event.

Table G71:  Data Collection for Analysis of 406 MHz Beacon Message
Processing Anomalies

Beacon | Beacon No'ef |LUT(SatelliteProcessing| Day and | Visibility [ MCC [Reason for| Location | Location [Number offl Approx|Approx|CauseMessage]
Message| Message | Paints/ Channels | Time of | Time Ref not Data, Lat |Data, Long | Corrected | Power | C/N, Filtered
Received|Transmitted(Integration| Beacon | (LEO) | No [ Passing Errors in | (dBm) | (dB)

Msg MCC the
received Validation Message
1 2% 3 4 5 6 7 8 9* 10 11* 12* 13* 14* 15% | 16* 17*
30 Hex | 30 Hex nn  |onnn|S,C,GI[ nV Hr/Min/ min | nnnn n? +nn°nn’ | #nnn°nn’ | 0/1/2 nn nn ad | YN
Year/ (+=N, -=S) |(+=E, =W)
Month/
Day

Note: * represents optional fields in the table
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Table Entry Codes

1) 1 SARP
2 SARR
3 GEOSAR
2) Passed MCC validation
Country code <200, >780, or unallocated country code between 200 and 780
Protocol code
Baudot characters
Binary coded decimal fields
Encoded latitude and longitude
Beacons whose message indicate the use of SART 9 GHz lfomer”
Non-assigned Cospas-Sarsat type approval number
Wrong BCH
Other nationally defined
Supplementary data bits

— O 001N LN W —O

=]

3)

s

High bit error rate

Synchronisation errors

Interference

GEOLUT or LEOLUT not performing toéspecification
Satellite payload instruments-not performing to specification
Beacon not performing'to ‘specifieation

Ty =0

M  MCC not performing to specifi¢cation

At the time that this table was created there were no Cospas-Sarsat type approved beacons which used
the 9 GHz SART, transponder.astheir only homing device. Consequently, at least one MCC filters
alert messages Wwhich indicate that this type of beacon is used.

- END OF ANNEX G -
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ANNEXH

H. COLLECTING AND REPORTING DATA FOR SAR EVENT ANALYSIS

H.1 PROCEDURE FOR COLLECTING COSPAS-SARSAT DATA ON SAR
INCIDENTS

The Cospas-Sarsat Council agreed the following procedure for collecting Cospas=Sarsat data
on particular SAR incidents (see CSC-15 SR Annex 5). Further rationale Afor-conducting
SAR analyses can be found in section 10 of document C/S P.015 “Cospas-Sarsat Quality
Manual”.

H.1.1  Any Representative of a Cospas-Sarsat Participating Countryswith direct interest in a
particular SAR incident, or representatives from international organisations with
responsibilities on SAR matters (ICAO and IMO), may'discuss with the Chair of the
Council, either directly or through the Secretatiat,”the need for collecting data
concerning particular SAR incidents from onesor several Ground Segment operators.

H.1.2 Administrations from countries not participating in_the-€ospas-Sarsat System should
address any requests for Cospas-Sarsat data on SARincidents to one of the Cospas-
Sarsat Ground Segment Providers; ICAO o IMO. Any such request should be
conveyed immediately to the Chaiwrperson~of the Council, directly or through the
Secretariat.

H.1.3 The Council Chair, if{satisfied thatvit would be appropriate, will instruct the
Secretariat to ask the @ppropriate MEC operators to provide the required data.

H.1.4 The Secretariat will collate‘all relevant data provided by the Cospas-Sarsat MCCs.

H.1.5 The Couficil Chair, after consultation with other Parties' Representatives, will
establish an ad-hoc group of experts from the MCC operators involved. The group
willZanalyse the available Cospas-Sarsat data, either by correspondence or as a
splinter group during a regular Cospas-Sarsat meeting. They will forward their
conclusions to the Secretariat for distribution to, and consideration by, the Parties
and the MCC operators involved.

H.1.6 Their conclusions /recommendations shall be reviewed by the Council (or by the
Parties if the matter is urgent) along with any further comments from the MCC
operators involved The Chair of the Council will direct the Secretariat on the release
of the collected Cospas-Sarsat incident data, the conclusions of the analysis by the
Cospas-Sarsat experts and/or any official Cospas-Sarsat comments, to the requesting
Cospas-Sarsat Participant or the responsible international organisation (ICAO or
IMO), as appropriate.
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H.2 DATA TO BE COLLECTED AND REPORTED

A general description of the data to be provided to the Secretariat for SAR event analysis is
included below. All data is to be provided as available in the specific Ground Segment
equipment, when possible the data should be provided in an electronic format, preferably as
comma delimited text files or Microsoft Access database tables, accompanied by a
description of the data format provided.

The following narrative information should be provided:

H.2.1 General

a) status of associated Ground Segment equipment during time of event,
including the status as declared under QMS;

b) status of Space Segment equipment during timeYof event (Space Segment
Providers);

c) orbitography beacon throughput/accuracy dufing time of event (France, USA,
and others as possible);

d) 15 character beacon hexadecimal-~identification(s) for beacon(s) associated
with SAR event;

e) list of other SAR incidents detected/reported during the time period of analysis

f)  status of interference detected during the time period of analysis.

H.2.2 MCC Data to be Collegted.and Reperted for SAR Incident Investigated
a)  input and output/messages from/to other MCCs;
b) formatted.input from associated LUTs; and
c) registrdation information for the beacon, including that the beacon was not
registered, if applicable.
H.2.3 LEOLUT Data to be Collected and Reported
a)\."* pass schedule and tracking result summary for requested period;

b)  dot plots, as available, (.bmp, .jpg, or .pcx formats if possible) for LEOLUTSs
capable of local-mode reception of beacon associated with SAR event; and

c) solution information such as time of data points received and used, as
available.
H.2.4 GEOLUT Data to be Collected and Reported
a)  time of first and last detection for specific beacon ID;
b) average frequency bias of beacon transmissions; and

¢) any noted anomalies or irregularities with beacon transmission or processing.

- END OF ANNEX H -
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ANNEX |

REPORTING OF MCC/SPOC COMMUNICATION TEST

NOTE:

Please submit by email as an MS Access document to mail@cospas-sarsat.int.
An MS Access template is available at www.cospas-sarsat.org

Table 1.1: Monthly Report on Success of MCC Messages Sent g S

(Period: Month - Year)
MS Access Form for Data Entry ¢ Q)

i_’_.'r frenTestResults @ ia = X

MCC/SPOC Communication Z\ Results

Reporting MCC Reporting Date: dd/mm/fypyy
@(\r
| & o

Q

-
Communication Link Address Used™

Communication Link

i tic test that the manual
w be received within 20 minutes

If 1=t attempt failled. were anyp l S ave Pecord ]
subsequent attempt: succes:ziul?

+Add Mew Recard |

l EXIT Application ]

Flease Zip and forward your results to the Secretariat at mail@cospas-sarsatint

Record: M+ 1 ofl - M | % Mo Filter | Search

- END OF ANNEXT -
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ANNEX J

J. COSPAS-SARSAT GROUND SEGMENT SYSTEM TEST

The following System test will be conducted to help confirm the operational status of
commissioned LEOLUTs, GEOLUTs and MCCs in the Cospas-Sarsat System.

Table J.1 identifies the test messages that will be transmitted by a beacon signal simulator
generator or test beacon. Operational beacons are used to allow LEOLUTs;, GEOLUTs and
MCCs to automatically transmit specific data through the Systemi”without requiring
modifications. A country is specified under the column “Test Ben’Ywhen the test requires
that the message be transmitted from a specific geographical locations For LEOSAR testing a
single LEOSAR satellite shall be used for receiving all test signals. The satellite selected
shall have a fully functional SARP and SARR.

Table J.2 identifies expected LEOLUT and MCC processing and Table J.4 identifies the
expected MCC message distribution based on the splutions prediced by LEOLUTs, with no
GEOLUT data being available to the MCC. Tabl¢J,3 1dentifies-possible GEOLUT and MCC
processing, assuming no LEOLUT data being(available atthe MCC. MCC processing may
differ from the results depicted in Tables~J.2 "and J.37and still conform to Cospas-Sarsat
specifications in the following conditiong:

Data for a specific test is reported tosthe MCCsfrom another satellite prior to the expected
satellite (e.g. GEOSAR data is reported prior te expected LEOSAR data).

Global data is processed by the’/MCC in a\different order than it was transmitted, for a series
of tests involving the sameeacon ID.

Combined LEO/GEQ_ processing~generates a Doppler location from two (2) transmitted
bursts.

In such instances-the Ground Segment operator should analyse the MCC output to confirm
MCC processing.

GEOLWT "processing might differ from the information presented in Table J.3 and still
conform to Cospas-Sarsat specifications in the following conditions:

Multiple uplink bursts for a specific test do not result in confirmed beacon messages, due to
the nature of the GEOLUT integration process.

The uplinked data for a specific test is outside the footprint of the GEOSAR satellite tracked
by a GEOLUT (e.g. a GEOLUT tracks GOES-West, which can not detect data uplinked from
Toulouse).

A GEOLUT sends invalid data to the MCC in accordance with section 4.2.5 of document
C/S T.009.

In such cases the GEOLUT operators should analyse the received results to evaluate their
correctness.
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The Test Coordinator may change the country codes used to test SSAS beacons, provided
that:

the Test Coordinator submits the proposed country code changes prior to the Joint Committee
meetings along with the resultant changes to Tables J.1 through J.4 of document C/S A.003,
Annex J,

there is at least one country represented from each Data Distribution Region (DDR),
both the countries that are affected by the change and their host nodal MCC agree to the
proposed change during the test planning phase,

all MCC:s are notified of the changes prior to the test and are provided witha list of the new
406 beacon messages that will be used, and

all MCCs are provided with changes to Tables J.1 through J.4 thatapply for that test.
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Table J.1:  List of 406 MHz Test Messages to be Generated by Beacon Simulator to Support System Level Test
Ref. (Pass) Transmitted 30 Hex Code; Number of
Num Date/ Default 15 Hex Id, bits 26-85 Bursts;
Time (9 bit Frame Synchronisation) Transmit Comments
Test Ben Freq.
1 (1) CC7478 A69A69A68COD498FEOFFOF61 1 Test Objectives : LUT, MCC beacon messag@walidation.
TBD 98E8D34D34D34D1 Two (2) bit errors at bits 44, 48. Invalid country ‘code.
406.025
2 (1) 96E9B93089C14CDES215B781000D6D 1 Test Objectives : LUT, MCC beaton message validation.
TBD 2DD37261138299B Spare protocol code in bits 37440"
406.025
3 (1) 96EA0000D8894D7CAD91F79F3C0010 10 Test Objectives: LUT{ MCC beacon m€ssage validation.
TBD 2DD40001BF81FE0 USA National Location'Protocol coded beacon with invalid encoded position in PDF-1 and default encoded position in PDF-2.
USA 406.025
4 (1) 56E30E1A4324920310DBC000000000 2 Test Objeetiveés:/LUT, MCE beacon message validation. 4 bit errors in BCH-1 (bits 103-106). LUT filtering bad points for Doppler
TBD ADC61C348649240 processing.
USA 406.025
S6E30E1A4324920310DBC000000000 1 Same 1d as abeve. /Frequency changed.
406.029
56E30E1A4324920310DBC000000000 4 Same Id asfabove. Frequency changed.
406.025
56E30E1A4324920310DBC000000000 1 Same Id as above. Frequency changed.
406.029
S6E30E1A4324920310DBC000000000 2 Same Id as above. Frequency changed.
406.025
5 (1) 96E20000007FDFFC4AE03783E0F66C 10 Test Objectives: MCC.Processing.
TBD 2DC4000000FFBFF USA EPIRB with Doppler position in Greenbelt, no encoded position.
USA 406.025
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Ref. (Pass) Transmitted 30 Hex Code; Number of
Num Date/ Default 15 Hex Id, bits 26-85 Bursts;
Time (9 bit Frame Synchronisation) Transmit Cormments
Test Ben Freq.
6 2) 96E20000002B803713C8F78E010D07 1 Test Objectives: LEO/GEO LUT combined processing. MCEProcessing.
TBD 2DC4000000FFBFF USA EPIRB with Encoded position in Toulouse, no Dopplefposition.
FRANCE 406.025
96E20000002B803713C8F78E010D07 1 Same Id as above. Frequency changed.
406.026
7 3) 96E20000002729989946370126 1BF 1 2 Test Objectives: MCC Ambiguity Resolution.
TBD 2DC4000000FFBFF USA EPIRB with Encoded positign ih,Greenbelt, i6"Doppler position.
USA 406.025
8 4) 96E200000026A99CDA28B780230987 2 Test Objectives: MCC Post Ambiguity Resolution.
TBD 2DC4000000FFBFF USA EPIRB with Eficéded position near Greenbelt, no Doppler position.
USA
406.025
9 (1) 8E340000002B803231B3F68C421815 3 Test Objectives; LUT BeaconMessage Processing, MCC Ambiguity Resolution.
TBD 1C68000000FFBFF French ELT Wwith Encoded and Doppler positions in Toulouse.
FRANCE 406.028 Encoded position is (43.551, 1.466)
8E340000002B803231B3F68E011ESC 3 Eneoded position updatedto (43.559, 1.482)
1C68000000FFBFF
406.028
10 2) 8E3401000026A999F853B683EO0F00E 1 Test Objectives: LUT Beacon Message Processing, MCC Post Ambiguity Resolution.
TBD 1C68000000FFBFF French ELT with Encoded position in Greenbelt and Doppler position in Toulouse. Default encoded position in PDF-2. Encoded
FRANCE 406.028 positien (38.50, 76.75) is outside the LEO satellite footprint. One (1) bit error at bit 48 in PDF-1.
8E3401000027299DBB3D3601261D99 2 Encoded position updated to (38.996, 76.851.) One (1) bit error at bit 48 in PDF-1 and two (2) bit errors at bits 141 and 143 in BCH-
1C68000000FFBFF 2.
406.028
8E3401000027299DBB3D3601264D93 1 One (1) bit error at bit 48 in PDF-1.
1C68000000FFBFF
406.028
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Ref. (Pass) Transmitted 30 Hex Code; Number of
Num Date/ Default 15 Hex Id, bits 26-85 Bursts;
Time (9 bit Frame Synchronisation) Transmit Cormments
Test Ben Freq.
11 (1) 8E361100007FDFFDD859F683E0FCOE 1 Test Objectives: LUT beacon message validation, MCC no,D@ppler processing.
TBD 1C6C000000FFBFF French EPIRB with default encoded position in PDF-1..NesDoppler or encoded position present. Two (2) bit errors at bits 44 and 48
406.025 in PDF-1. Two (2) bit errors at bit 133 and 134 in BCH=2.
8E360011107FDFFDD859C600000075 1 Three (3) bit errors at bits 52, 56 and 60 in PDE#T®
1C6C000000FFBFF
406.025
12 2) 8E360000002B80368171368E011E5C 2 Test Objective: MCC Encoded position precessing. Encoded position in Toulouse.
TBD 1C6CO000000FFBFF
FRANCE 406.025
13 3) 0E360000007FDFFE20FAF683EOF00E 2 Test Objectives: LUT Dopplenprocessingsbeacon validation, MCC Position Conflict and three point Doppler processing. Doppler
TBD 1C6CO000000FFBFF 406.025 position in Greenbelt, (Shert‘ message with'no errors and superfluous data in bits 113 — 144.
USA
0E360000007FDFFE20FAF683EOFCOE 1 Short message.with superfluous datasin bits 113 — 144.
1C6C000000FFBFF
406.025
14 4) 8E360000007FDFFDD859D683EOFE29 10 Test @bjective: MCE beacon message validation, beacon message matching and Ambiguity Resolution. MCC should use Doppler
TBD 1C6CO00000FFBFF position to resolv€ ambiguity despite an error in fixed bit 107. The standard location protocol beacon message does not conform to
FRANCE 406.025 fixed bit requiremeénts (bits 107 — 110). Doppler position in Toulouse.
15 (1) 96E8000007815201C84BB4810007CB 4 Test Objective; LUT beacon message validation. MCC Position Conflict Processing. Doppler position in Greenbelt, encoded
TBD 2DD000003F81FEQ positien in Florida (30, -82). Complete confirmed beacon message.
USA 406.037
96E8000007815201C84BB4810F0255 1 Bucoded position updated to (30, -82.003)
2DD000003F81FEO
406.037
96E8000007815201C84BB4810F0241 1 Two (2) bit errors at bits 140 and 142 in BCH-2.
2DD000003F81FEQ
406.037
96E8000007815201C84BB4810F0253 1 Two (2) bit errors at bits 142 and 143 in BCH-2.
2DD000003F81FE0
406.037
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Ref. (Pass) Transmitted 30 Hex Code; Number of
Num Date/ Default 15 Hex Id, bits 26-85 Bursts;
Time (9 bit Frame Synchronisation) Transmit Cormments
Test Ben Freq.
16 2) 96E8000007815201C84BB4810007CB 4 Test Objective : LUT beacon message validation. MCC Ambiguity Resolution. Doppler position in Greenbelt, encoded position in
TBD 2DDO000003F81FEQ Florida (30, -82). Complete confirmed beacon messages
USA 406.037
96E8000007815201C84BB4810F0255 3 Encoded position updated to (30, -82.003).
2DD000003F81FEQ
406.037
17 (1) D6E10E1A4324920458B9D555555555 2 Test Objective: MCC beacon message validation.
TBD ADC21C348649240 USA Orbitography beacon with apattern of “01” ifi‘the long message. No bit errors.
406.022
18 (1) 96E400000026E9985C84F683EOF00E 1 Test Objective: LUT beaconmessage validation:
TBD 2DC8000000FFBFF USA Standard Locatigh Protocol ELT with encoded position (38.750, -76.750) in PDF-1 and PDF-2. Three (3) bit errors at bits 88,
406.025 96 and 104 in BCH-1.
96E411110026E9995D85F683EO0F00E 1 USA Standard=Location Protocol ELT with encoded position (38.750, -76.750) in PDF-1 and PDF-2. Four (4) bit errors at bits 44,
2DC8000000FFBFF 48, 52 and 56 jn PDF-1.
406.027
96E411101026E9995D85F683EOFO0E 1 USA ‘Standard Location Protocol ELT with encoded position (38.856,-76.750) in PDF-1 and PDF-2. Four (4) bit errors at bits 44, 48,
2DC8000000FFBFF 52 and 60 in RDE- 1.
406.025
19 (1) 8E38540009B54CE1D106371408066B 1 Test Objectiver LUT beacon message validation.
TBD 1C7000003F81FEQ French National Location Protocol ELT with encoded position (38.856, -76.931). Three (3) bit errors at bits 42, 44 and 46 in PDF-1.
406.025
20 (1) D6E6C0000000000A7E0CAFEOFF0146 6 Test Objective: LUT beacon message validation for LUTs in local coverage area of test beacon.
TBD ADCDS80000000001 USA Serialized User Aircraft Address coded beacon with no encoded position. The last 8 bits of the frame synchronization are
(0 1101 0000) 406.027 inverted.
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Ref. (Pass) Transmitted 30 Hex Code; Number of
Num Date/ Default 15 Hex Id, bits 26-85 Bursts;
Time (9 bit Frame Synchronisation) Transmit Cormments
Test Ben Freq.
21 (1) 96EB0000492E031219DC370D300F1D 1 Test Objective: LUT beacon message processing, Doppler processing with bad frequency. MCC distribution based on encoded
TBD 2DD60000BF81FEO0 position. USA National Location Protocol PLB with encod€d position (36.76; 3.08) in Algeria.
FRANCE
406.017
96EB0000492E031219DC370D300F1D 1 Same Id as above. Frequency changed.
2DD60000BF81FEQ
406.022
96EB0000492E031219DC370D300F1D 1 Same Id as above. Frequency changed.
2DD60000BF81FEQ
406.027
96EB0000492E031219DC370D300F 1D 1 Same Id as above. Frequengcy ¢hanged.
2DD60000BF81FEQ
406.032
22 (1) BFC0270F000002CA2F4015FFFFFFFE 5 Test Objectiven, MCC beacon.message validation. Doppler position in Greenbelt.
7F804E1E0000059 Multiple invalid beacon messages which decode as an orbitography beacon.
USA
406.022
23 (1) ABDCF423F0A1C2520276F69F400819 6 Test Objective: SSAS Protessing Argentina Country Code - Doppler position in Toulouse, encoded position in South Africa (-
FRANCE TBD 57B9E847EOFFBFF 406.037 33.881, 18.500)
24 0 A37C5161502B4036D69136CA420129 6 Test Obidl@de SSAS P . Thailand Country Code - Doppl. ition in Toul ded location in Toul
est Objective: rocessing — Thailand Country Code - Doppler position in Toulouse, encoded location in Toulouse
FRANCE TBD 46F8A2C2A0FFBFF 406.037
25 1 99CCBDE3102BC03083033630822F69 6 o Nobdctive: SSAS P . China Countrv Code — Donpler Position in Toul ded location in the Toul
est Objective: rocessing — China Country Code — Doppler Position in Toulouse, encoded location in the Toulouse
FRANCE TBD 33997BC620FFBFF 706,037
26 (1) ASDCA2C2A098D3095DCB7681E9BOB3 6 Test Objective: SSAS Processing Algeria Country Code - Doppler in USA, encoded location in Australia
USA TBD 4BB9458540FFBFF 406.037 (-24.758, 152.412)
27 0 8F4C87A23026E99AB3EC36BAE6ASB7 6 L . . L
TBD 1E990F4460EFBFF Test Objective: SSAS Processing — the Netherlands Country Code - Doppler Position in USA, encoded location in USA
USA 406.037
28 0 911C6C81C026E99DAF0F3696258F9E 6 L . . L L
TBD Test Objective: SSAS Processing Russia Country Code - Doppler Position in USA, encoded location in USA
USA 2238D90380FFBFF 406.037
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Table J.2:  Expected LEOLUT and MCC Processing for System Level Test
Ref. Message to be Transmitted by LEOLUT Doppler Encoded Comments
Num (Default 15 Hex Id, bits 26-85) Position Position
1 CC7469A69A69A68COD498FFFFFFFFF n/a n/a LEOLUT corrects two bit errors and sends corrected message to MCC. Bits 113 to 144 are set to all “1" because PDF-2 is not
(98E8D34D34D34D1) confirmed.
MCC Action code: Sw0 + Invalid Data -> AWQ=MCE suppresses message distribution because the country code is invalid and there
is only one burst (DDP, Table III/B.5).
2 96E9B93089C14CDES5215B7FFFFFFFF n/a 39.000 N LEOLUT sends unconfirmed complete afiessage with bits 113 - 144 all set to 1 to MCC.
2DD37261138299B 76.900 W [ MCC Action code: SwO0 + Invalid Data -> AW0. MCC suppresses message distribution due to spare protocol code (DDP,
Table I1I/B.5)
3 96EA0000D8894D7CAD91F79F3C0010 38.995N 98.123 N LEOLUT sends confirmed compléte message fo MCC.
(2DD40001BF81FE0) 76.851 W 77.500 W | MCC Action code: Sw0 +I2=>"AW2. MCCisends SIT 125 alert based on the “A” and “B” Doppler positions. Even though the
encoded position is inyalid there are twolopfhore points available for processing (DDP, Table III/B.5 and Table ITI/B.6)
4 56E30E1A4324920310DBCOFFFFFFFF 38.995N n/a LEOLUT sends imvalid confirmed fmessage with bits 113 - 144 all set to 1 to MCC. MCC ignores bits beyond short message.
(ADC61C348649240) 76.851 W MCC Action code: Sw0 + 12 -> AW2+# MCC sends SIT 125 alert based on the “A” and “B” Doppler positions. Even though there
are 4 bit errors/inthe message there are two or more matching points available for processing (DDP, Table III/B.3).
5 96E20000007FDFFC4AE03783E0F66C 38.995 N n/a LEQLUT"sends confirmied complete message to MCC.
(2DC4000000FFBFF) 76.851 W MCCWAction code: Sw0:12 -> AW2. MCC sends SIT 125 alert based on the “A” and “B” Doppler positions.
6 96E20000002B803713C8F78E010D07 n/a 43.559 N LEOLUT sends,confirmed complete message to MCC. Frequency difference between the two points prevents combined LEO/GEO
(2DC4000000FFBFF) 1483 E LUT processing.
MCC Action gode: Sw2 + 13 -> AW4. MCC sends SIT 123 alert based on the encoded position (DDP, Figure III/B.2 and
Figure IT1/Bs3).
7 96E200000027299899463701261BF1 n/a 38995 N FEOLUT sends confirmed complete message to MCC.
(2DC4000000FFBFF) 76.851 W | MCC Action code: Sw4 + 13 -> AW7. MCC sends SIT 124 alert based on the match of the encoded position and previous Doppler
position. (DDP, Figure I1I/B.2 and Figure I1I/B.3).
8 96E200000026A99CDA28B780230987 n/a 38.500 N LEOLUT sends confirmed complete message to MCC.
(2DC4000000FFBFF) 76.800 W | MCC Action code: Sw7 + 13 -> Ct0. MCC filters this alert because ambiguity has been resolved.(DDP, Figure 11I/B.2 and Figure
11I/B.3). MCC should also note the position conflict to previous locations.
9 8E340000002B803231B3F68E01 IESE 43.559 N 43.559 N LEOLUT sends updated, confirmed complete message for Standard Location Protocol beacon to MCC.
(1C68000000FFBFF) 1.482 E 1482 E MCC Action code: Sw0 + 17 -> AW7. MCC sends SIT 127 alert based on the match of the encoded and Doppler positions (DDP,
Figure I11/B.2 and Figure I1I/B.3)
10 8E3400000027299DBB3D36FFFFFFFF 43.559 N 39.000 N LEOLUT sends valid long message to MCC; however, bits 113 to 144 are set to all “1" because PDF-2 is not confirmed. The
(1C68000000FFBFF) 1482 E 76.750 W encoded position is invalid because it is outside the LEO satellite footprint (DDP, Annex I1I/B.1.4).
(invalid) MCC Action code: Sw7 +12--> Ct0. MCC filters this alert because ambiguity has been resolved.(DDP, Figure I1I/B.2 and Figure

111/B.3).
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Ref. Message to be Transmitted by LEOLUT Doppler Encoded Comments
Num (Default 15 Hex Id, bits 26-85) Position Position
11 8E360000007FDFFDD859F6FFFFFFFF n/a n/a LEOLUT corrects beacon message from burst number one and s¢nds,corrected valid message to MCC, however, bits 113 to 144 are
(1C6CO00000FFBFF) set to all “1" because PDF-2 is not confirmed.
MCC Action code: SwO0 + 11 -> AW1. MCC sends SIT 122 al€rt'based on the country code of the beacon (DDP, Figure III/B.2 and
Figure 111/B.3).
12 8E360000002B80368171368E011E5C n/a 43.559 N LEOLUT sends confirmed complete beacon messagesto MCC.
(1C6C000000FFBFF) 1482 E MCC Action code: Swl +13 -> AW3. MCC senids,SIT 122 alert based on the encoded position (DDP, Figure I1I/B.2 and
Figure I11/B.3).
13 0E360000007FDFFE20FAF600000000 38.995N n/a LEOLUT computes Doppler location, afidsends most recent valid message with bits 113 to 144 set to all “0" to MCC
(1C6C000000FFBFF) 76.851 W MCC Action code: Sw3 + 12 -> AW4. MEC sends SIT 126 based on the “A” and “B” Doppler positions. (DDP, Figure I1I/B.2 and
Figure I11/B.3)
14 8E360000007FDFFDD859D683E0FE29 43.559 N n/a LEOLUT sends valid beacon message to MCC.
(1C6CO000000FFBFF) 1482 E MCC Action code: Sw4 HI2'-» AW7. MEC'sends SIT 127 alert based on the match of the Doppler positions. (DDP, Figure I1I/B.2
and Figure I1I/B.3).
15 96E8000007815201C84BB4810007CB 38.995 N 30.000 N LEOLUT sends the first message, (onlylcomplete confirmed message) to MCC and computes Doppler position.
2DD000003F81FEO 76.851 W 82.000 W | MCC Actioneode: . SwO0 + 14 -> AW4" MCC sends SIT 126 alert based on the “A” and “B” Doppler positions and the encoded
position. (DDP, Figure I1I/B.2 and Figure 111/B.3)
16 96E8000007815201C84BB4810F0255 38.995N 30.000 N LE@LUT sends the,updated, confirmed complete message to MCC and computes Doppler position.
2DD000003F81FEO 76.851 W 82.003 W | MECAction code: Swd +14 -> AW6. MCC sends SIT 127 alert based on the match of the Doppler positions. (DDP, Figure II1/B.2
and Figure I11/B.3).
17 D6E10E1A4324920458B9D555555555 n/a n/a EEOLUT sends orbitography beacon message without correcting the long message.
(ADC21C348649240) MCC suppresses message distribution because beacon type is orbitography.
18 n/a n/a n/a LEOLUT suppresses beacon alert because no valid message exists and no match available for invalid messages.
19 n/a n/a n/a LEOLUT suppresses beacon alert because message has 3 bit errors and is not confirmed.
20 n/a n/a n/a LEOLUT suppresses beacon messages due to the inverted frame synchronization.
21 96EB0000492E031219DC370D300F1D n/a 36.76 N LEOLUT sends confirmed complete message to MCC. No Doppler location is calculated due to bad frequency.
(2DD60000BF81FE0) 3.08E MCC Action code: Sw0 + I3 -> AW3. MCC sends SIT 122 alert based on the encoded position (DDP, Figure III/A.7, Figure 111/B.2
and Figure I1I/B.3).
22 BFC0270F000002CA2F4015FFFFFFFF 38.995N N/A LEOLUT performs invalid beacon message processing, and provides Doppler location at Greenbelt. Ground segment equipment
7F804E1E0000059 76.851 W should not suppress the alert.

MCC Action code: Sw0 + 12 -> AW2. MCC sends SIT 125 alert based on the “A” and “B” Doppler positions; even though there are
uncorrectable bit errors in the PDF-1 there are two or more matching points available for processing (DDP, Table III/B.3). Due to
uncorrectable bit errors in PDF-1, no processing is based on beacon message.
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Ref. Message to be Transmitted by LEOLUT Doppler Encoded Comments:
Num (Default 15 Hex Id, bits 26-85) Position Position
23 ABDCF423F0A1C2520276F69F400819 43.559 N 33.881S LEOLUT sends complete confirmed message to the MCC. The eficoded position is invalid because it is outside the LEO satellite
(57B9ES47EOFFBFF) 1482 F 18.500E | footprint (DDP, Annex I1I/B.1.4)
’ MCC Action code: Sw0 + 12 -> AW2. MCC sends SIT 125,al¢rt based on the routing procedures for SSAS alerts
24 A37C5161502B4036D69136CA420129 43.559 N 43.560N | LEOLUT sends complete confirmed message to the MCC.
(46F8A2C2A0FFBFF) 1.482 E 1.467E MCC Action code: Sw0 + 17 -> AW7. MCC sends SIT {127 alert based on the routing procedures for SSAS alerts
25 99CCBDE3102BC03083033630822F69 43.559 N 43.548N | LEOLUT sends complete confirmed messagéto‘the MCC.
(33997BC620FFBFF) 1482 E 1.464E MCC Action code: Sw0 + 17 -> AW7. MCG,sends SIT 127 alert based on the routing procedures for SSAS alerts
26 A5SDCA2C2A098D3095DCB7681E9B0OB3 38.995N 24.758S LEOLUT sends complete confirmed message to the MCC. The encoded position is invalid because it is outside the LEO satellite
4BB9458540FFBFF 76.851 W 152.412E | footprint (DDP, Annex I11/B.1.4)
MCC Action code: Sw0 + 12 ->>AW2. MCC sends'SIT 125 alert based on the routing procedure for SSAS alerts
27 8F4C87A23026E99AB3EC36BAE6ASB7 38.995N 38.996N | LEOLUT sends complete Confirmed messagerto'the MCC.
(1E990F4460FFBFF) 76.851 W 76.861W [ MCC Action code: SwO *®I7=> AW7. MEC sends SIT 127 alert based on the routing procedures for SSAS alerts
28 911C6C81C026E99DAF0F3696258F9E 38.995N 38.84 N LEOLUT sends gomplete confirmeédsmessage to the MCC.
2238D90380FFBFF 76.851 W 76.84 W | MCC Actioneede:; SWO0 + 17 -> AW7"MCC sends SIT 127 alert based on the routing procedures for SSAS alerts
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Table J.3:  Expected GEOLUT and MCC Processing For System Leyvel Test
Ref. Message to be Transmitted by GEOLUT Encoded Comments
Num (Default 15 Hex Id, bits 26-85) Position
1 CC7469A69A69A68COD498FFFFFFFFF n/a GEOLUT corrects two bit errors and sends unconfirmed message with bits 113-114 all set to 1 to MCC.
(98E8D34D34D34D1) MCC Action code: Sw0 + Invalid Data -> AW0. MCE Suppresses message distribution because the country code is invalid
and there is only one burst (DDP, Table III/B.5).
2 96E9B93089C14CDES215B7FFFFFFFF 39.000 N GEOLUT sends unconfirmed complete message withybits 113 - 144 all set to 1 to MCC.
2DD37261138299B 76.900 W | MCC Action code: SwO0 + Invalid Data -> AWO0=MCC suppresses message distribution due to spare protocol code (DDP,
Table I1I/B.5)
3 96EA0000D8894D7CADI1F7FFFFFFFF 98.133 N GEOLUT sends unconfirmed message, with bits 113%, 144 all set to 1 or confirmed complete message to MCC.
77.500 W | MCC Action code: SwO0 + Invalid Data -> AW0.{ MEC'suppresses message distribution because the encoded position is
or or invalid and there is no Dopplérdocation (DDP, Table 111/B.54 and Table 111/B.6)
96EA0000D8894D7CAD91F79F3C0010
(2DD40001BF81FE0) 98.123 N
77.500 W
4 n/a n/a GEOLUT doesngt generate an alert'due to uncorrectable PDF-1 bit errors
5 96E20000007FDFFC4AEO37FFFFFFFF n/a GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to MCC.
or MCC Aetion code: SwOi+ T#> AW1. MCC sends SIT 122 alert based on the encoded country code.
96E20000007FDFFC4AE03783E0F66C
(2DC4000000FFBFF)
6 96E20000002B803713C8F7FFFFFFFF 43.500 N\ GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to MCC.
1.500 E MCC Aetion code: Swl + 13 -> AW3. MCC sends SIT 122 alert based on the encoded position (DDP, Figure I1I/B.2 and
or ) Figlre11/B.3).
96E20000002B803713C8F78E010D07 o
(2DC4000000FFBFF) 43.559 N
1483 E
7 96E200000027299899463 7FFEFEFEF 39.000 N GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to MCC.
76.750 W [ MCC Action code: Sw3 + 13 -> AW3. MCC sends SIT 123 alert based on the conflict of the encoded position with
or previous position. (DDP, Figure I11/B.2 and Figure 11I/B.3).
96E200000027299899463701261 BF 1 or
(2DC4000000FFBFF) 38.995N
76.851 W
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Ref. Message to be Transmitted by GEOLUT Encoded Comments
Num (Default 15 Hex Id, bits 26-85) Position
8 96E200000026A99CDA28B7FFFFFFFF 38.500 N GEOLUT sends unconfirmed message with bits 113 - 144 all set tofl og,confirmed complete message to MCC.
76.750 W [ MCC Action code: Sw3 + 13 -> AW3. MCC sends a SIT 123 (406,MHZ position conflict — encoded location information
or or only) because location is greater than 50 km from previous location/information. (DDP, Figure I1I/B.2 and Figure I11/B.3).
96E200000026A99CDA28B780230987
(2DC4000000FFBFF) 38.500 N
76.800 W
9 8E340000002B803231B3F6FFFFFFFF 43.500 N GEOLUT sends unconfirmed message with bits\l 18,-144 all set to 1 or confirmed complete message for Standard Location
1.500 E Protocol beacon to MCC.
or or MCC Action code: Sw0 +13 -> AW3. MCECsends SIT 122 alert based on the encoded positions (DDP, Figure I1I/B.2 and
8E340000002B803231B3F68C421815 43551 N Figure I11/B.3).
or 1.466 E
8E340000002B803231B3F68E011E5C or
(1C68000000FFBFF) 43.559 N
1.482 E
10 8E3400000027299DBB3D36FFFFFFFF 39.000 N GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 message to MCC.
(1C68000000FFBFF) 76.750 W [ MCC Action code: Sw3 + 11 -> AW@or Sw3 + I3 -> AW3 depending on whether the encoded position is within the GEO
(invalid) satellite foefprint (DDP, Annex ITI/B.1). The MCC only sends the alert (AW3) when the encoded position is within the
GEO satellitesfootprint. (DDP, Figure I11/B.2 and Figure I11/B.3).
11 8E360000007FDFFDD859F6FFFFFFFF n/a GEQLUT corrects béaeon'tmessage and sends corrected valid message to MCC, however, bits 113 to 144 are set to all “1"
(1C6C000000FFBFF) begause PDF-2 is'not confirmed.
MCC Action code: Sw0 + 11 -> AW1. MCC sends SIT 122 alert based on the country code of the beacon (DDP,
Figure I1I/B2 4nd Figure 111/B.3).
12 8E360000002B8036817136FFFFFFFF 43.500 N GEOIsUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete beacon message to MCC.
1.500°E MCC Action code: Swl + 13 -> AW3. MCC sends SIT 122 alert based on the encoded position (DDP, Figure 11I/B.2 and
or . FiguredIl/B.3).
8E360000002B80368171368E011E5C
(1C6C000000FFBFF) 43.559 N
1482 E
13 0E360000007FDFFE20F AF600000000 n/a GEOLUT sends unconfirmed or confirmed complete message with bits 113 to 144 set to all “0" to MCC
(1C6C000000EFFBFE) MCC Action code: Sw3 + 11 -> AWO0. MCC sends no alert. (DDP, Figure I1I/B.2 and Figure I1I/B.3).
14 8E360000007FDFFDD859D683E0FE29 n/a GEOLUT sends valid beacon message to MCC.
(1C6CO00000FFBFF) MCC Action code: Sw3 + 11 -> AW0. MCC sends no alert. (DDP, Figure III/B.2 and Figure III/B.3).
15 96E8000007815201C84BB4810007CB 30.000 N GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to the MCC.
P 82.000 W [ MCC Action code: SwWO + I3 -> AW3. MCC sends SIT 122 alert based on the encoded position. (DDP, Figure I1I/B.2 and
Figure II1/B.3).
96E8000007815201C84BB4FFFFFFFF
(2DD000003F81FE0)




A30CT29.09 J-13 C/S A.003 - Issue 2
October 2009
Ref. Message to be Transmitted by GEOLUT Encoded Comments
Num (Default 15 Hex Id, bits 26-85) Position
16 96E8000007815201C84BB4810007CB 30.000 N | GEOLUT sends, if confirmed, the updated complete message to theMEC:
or 82.000 W [ MCC Action code: Sw3 + 13 -> AWO0. MCC sends no alert. (DPR, Figure I1I/B.2 and Figure I11/B.3).
96E8000007815201C84BB4810F0255 or
(2DD000003F81FE0) 30.000 N
82.003 W
17 D6E10E1A4324920458B9D555555555 n/a GEOLUT sends orbitography beacon message without correcting the long message.
(ADC21C348649240) MCC suppresses message distribution because beacon type is orbitography.
18 n/a n/a GEOLUT suppresses beacon alert because ne*valid message exists.
19 n/a n/a GEOLUT suppresses beacon alert'because message,has 3 bit errors and is not confirmed.
20 n/a n/a GEOLUT suppresses beacon messages due testhe, ifiverted frame synchronization.
21 96EB0000492E031219DC37FFFFFFFF 36.76667 N | GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to the MCC.
or 3.086667 E | MCC Action code: Sw0 + I3 -> AW3,_MCC sends SIT 122 based on the encoded position (DDP, Figure III/A.7, Figure
96EB0000492E031219DC370D300F 1D 11I/B.2 and Figure ITI/B:3).
(2DD60000BF81FE0) or
36.76 N
3.08E
22 n/a n/a GEODUT does notygenérate an alert due to uncorrectable PDF-1 bit errors.
23 ABDCF423F0A1C2520276F6FFFFFFFF 33.881S GEOLUT sénds unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to the MCC.
(57B9EB47EOFFBFF) 1 8.5 00E MCC Action code: Sw0 + I3 -> AW3. MCC sends SIT 122 alert based on the country code (SSAS procedure)
or :
ABDCF423F0A 1C2520276F69F400819
24 A37C5161502B4036D69136FFFFFFFR GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to the MCC.
(46F8A2C2A0FFBFF) 43 560N MCC Action code: SwWO + 13 -> AW3. MCC sends SIT 122 alert based on the country code (SSAS procedure)
or 1.467E
A37C5161502B4036D69136CA420129
25 99CCBDE3102BCO3¢EI330PFFFFFFF GEOLUT sends unconfirmed message with bits 113 - 144 all set to 1 or confirmed complete message to the MCC.
(33997BC620FFBFF) 43.548N MCC Action code: Sw0 + I3 -> AW3. MCC sends SIT 122 alert based on the country code (SSAS procedure)
1.464E
or
99CCBDE3102BC03083033630822F69
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Ref. Message to be Transmitted by GEOLUT Encoded Comments
Num (Default 15 Hex Id, bits 26-85) Position
26 | ASDCA2C2A098D3095DCB7681E9B0OB3 GEOLUT sends unconfirmed message with bits 113 - 144 all set tofl ogconfirmed complete message to the MCC.
or 24,7585 MCC Action code: SwW0 + 13 -> AW3. MCC sends SIT 122 alertsbased<on the country code (SSAS procedure)
A5DCA2C2A098D3095DCB76FFFFFFFF 152.412E
27 8F4C87A23026E99AB3EC36FFFFFFFF GEOLUT sends unconfirmed message with bits 113 -(1444all set to 1 or confirmed complete message to the MCC.
(1E990F4460FFBFF) 13.996N MCC Action code: SWO + 13 -> AW3. MCC sends"SH 122 alert based on the country code (SSAS procedure)
76.861W
or
8F4C87A23026E99AB3EC36BAE6ASB7
28 911C6C81C026E99DAFOF3696258F9E GEOLUT sends unconfirmed message, with bits 113%, 144 all set to 1 or confirmed complete message to the MCC.
or 73§88:\T;I] MCC Action code: SwO + I3->"AW3. MCC sends*S1T 122 alert based on the country code (SSAS procedure)
911C6C81C026E99DAFOF369FFFFFFF '
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Table J.4:  Specific MCC Processing for Messages Transmitted in System Level Test
Reference Numbers 1 -5

Receiving Destination MCC" / SIT Number
MCC
Test Reference Number
1 2 3 4 5

ALMCC Suppress Suppress SPMCC/125 SPMCC/125 SPMCC/125
ARMCC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
ASMCC Suppress Suppress AUMCC/125 AUMCC/125 AUMCC/125
AUMCC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
BRMCC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
CHMCC Suppress Suppress USMCC/125 USMECA?25 USMCC/125
CMC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
CMCC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
CNMCC Suppress Suppress JAMCC/125 JAMCC/125 JAMCC/125
FMCC Suppress Suppress USMCCA25 USMCC/125 USMCC/125
GRMCC Suppress Suppress FMCE/125 FMCC/125 FMCC/125
HKMCC Suppress Suppress JAMCC/125 JAMCC/125 JAMCC/125
IDMCC Suppress Suppress AUMCC/125 AUMCC/125 AUMCC/125
INMCC Suppress Suppress CMCA25 CMC/125 CMC/125

ITMCC Suppress Suppress FMCE/125 FMCC/125 FMCC/125
JAMCC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
KoOMCC Suppress Suppress JAMCC/125 JAMCC/125 JAMCC/125
NMCC Suppress Suppress FMCC/125 FMCC/125 FMCC/125
NIMCC Suppress Suppress SPMCC/125 SPMCC/125 SPMCC/125
PAMCC Suppress Suppress CMC/125 CMC/125 CMC/125

PEMCC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
SAMCC Suppress Suppress SPMCC/125 SPMCC/125 SPMCC/125
SIMCC Suppress Suppress AUMCC/125 AUMCC/125 AUMCC/125
SPMCC Suppress Suppress USMCC/125 USMCC/125 USMCC/125
TAMCC Suppress Suppress JAMCC/125 JAMCC/125 JAMCC/125
THMCC Suppress Suppress AUMCC/125 AUMCC/125 AUMCC/125
TRMCC Suppress Suppress FMCC/125 FMCC/125 FMCC/125
UKMCC Suppress Suppress FMCC/125 FMCC/125 FMCC/125
USMCC Suppress Suppress NAT. PROC. NAT. PROC. NAT. PROC.
VNMCC Suppress Suppress JAMCC/125 JAMCC/125 JAMCC/125

(1) Only the correct MCC destination is listed, an alert to the image position may also be generated.
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Reference Numbers 6 — 10 (Table J.4 cont.)
Receiving Destination MCC" / SIT Number
MCC
Test Reference Number
6 7 8 9 10
ALMCC SPMCC/123 SPMCC/124 Suppress SPMCC/127 Suppress
ARMCC USMCC/123 USMCC/124 Suppress USMCC/127 Suppress
ASMCC AUMCC/123 AUMCC/124 Suppress AUMCC/127 Suppress
AUMCC FMCC/123 USMCC/124 Suppress FMCC/127 Suppress
FMCC/124
BRMCC USMCC/123 USMCC/124 Suppress USMCC127 Suppress
CHMCC USMCC/123 USMCC/124 Suppress USMCC/127 Suppress
CMC FMCC/123 USMCC/124 Suppress FMCC/127 Suppress
FMCC/124
CMCC USMCC/123 USMCC/124 Suppress USMCC/127 Suppress
CNMCC JAMCC/123 JAMCC/124 Suppress JAMCC/127 Suppress
FMCC NAT. PROC. II\IJ/SAI}ACP(E{(I)Z(? Suppress NAT. PROC. Suppress
GRMCC FMCC/123 FMCC/124 Suppress FMCC/127 Suppress
HKMCC JAMCC/123 JAMCC/ 24 Suppress JAMCC/127 Suppress
IDMCC AUMCC/123 AUMCE/124 Suppress AUMCC/127 Suppress
INMCC CMC/123 CMC/124 Suppress CMC/127 Suppress
ITMCC FMCC/123 FMCC/124 Suppress FMCC/127 Suppress
JAMCC FMCC/123 USMCCA24 Suppress FMCC/127 Suppress
FMCC/124
KOMCC JAMCC/123 JAMEC/124 Suppress JAMCC/127 Suppress
NMCC FMCC/123 FMCC/124 Suppress FMCC/127 Suppress
NIMCC SPMCC/123 SPMCC/124 Suppress SPMCC/127 Suppress
PAMCC EMC/123 CMC/124 Suppress CMC/127 Suppress
PEMCC USMCC/123 USMCC/124 Suppress USMCC/127 Suppress
SAMCC SPMCC/123 SPMCC/124 Suppress SPMCC/127 Suppress
SIMCC AUMCC/123 AUMCC/124 Suppress AUMCC/127 Suppress
SPMCC FMCC/123 USMCC/124 Suppress JAMCC/127 Suppress
FMCC/124
TAMCC JAMCC/123 JAMCC/124 Suppress JAMCC/127 Suppress
THMCC AUMCC/123 AUMCC/124 Suppress AUMCC/127 Suppress
TRMCC FMCC/123 FMCC/124 Suppress FMCC/127 Suppress
UKMCC FMCC/123 FMCC/124 Suppress FMCC/127 Suppress
USMCC FMCC/123 T\iﬁ?gﬁé‘é . Suppress FMCC/127 Suppress
VNMCC JAMCC/123 JAMCC/124 Suppress JAMCC/127 Suppress

(1) Only the correct MCC destination is listed, an alert to the image position may also be generated.
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Reference Numbers 11 — 15 (Table J.4 cont.)
Receiving Destination MCC" / SIT Number
MCC
Test Reference Number
11 12 13 14 15
ALMCC SPMCC/122 SPMCC/122 SPMCC/126 SPMCC/127 SPMCC/126
ARMCC USMCC/122 USMCC/122 USMCC/126 USMCC/127 USMCC/126
ASMCC AUMCC/122 AUMCC/122 AUMCC/126 AUMCC/127 AUMCC/126
AUMCC FMCC/122 FMCC/122 USMCC/126 USMCC/127 USMCC/126
FMCC/127
BRMCC USMCC/122 USMCC/122 USMCC/126 USMCE7127 USMCC/126
CHMCC USMCC/122 USMCC/122 USMCC/126 USMCE/127 USMCC/126
CMC FMCC/122 FMCC/122 USMCC/126 USMCC/127 USMCC/126
EMCC/127
cMCC USMCC/122 USMCC/122 USMCC/126 USMCC/127 USMCC/126
CNMCC JAMCC /122 JAMCC /122 JAMCC/126 JAMCC/127 JAMCC/126
FMCC NAT.PROC. NAT.PROC. usMcCA26 USMCC/127 USMCC/126
NAT.PROC.
GRMCC FMCC/122 FMCC/122 FMCC/126 FMCC/127 FMCC/126
HKMCC JAMCC/122 JAMCC/122 JAMCC/126 JAMCC/127 JAMCC/126
IDMCC AUMCC/122 AUMCC/122 AUMCCH26 AUMCC/127 AUMCC/126
INMCC CMC/122 CMC(122 CME/126 CMC/127 CMC/126
ITMCC FMCC/122 FM@CH 22 EMCC/126 FMCC/127 FMCC/126
JAMCC FMCC/122 EMQC/122 USMCC/126 USMCC/127 USMCC/126
FMCC/127
KOMCC JAMCC/122 JAMCC/122 JAMCC/126 JAMCC/127 JAMCC/126
NMCC FMCC/122 FMCG(122 FMCC/126 FMCC/127 FMCC/126
NIMCC SPMCC/122 SPMCC/122 SPMCC/126 SPMCC/127 SPMCC/126
PAMCC CMOA22 CMC/122 CMC/126 CMC/127 CMC/126
PEMCC USMCC/122 USMCC/122 USMCC/126 USMCC/127 USMCC/126
SAMCE SPMCC/122 SPMCC/122 SPMCC/126 SPMCC/127 SPMCC/126
SIMCC AUMCC/122 AUMCC/122 AUMCC/126 AUMCC/127 AUMCC/126
SPMCC FMCC/122 FMCC/122 USMCC/126 UF évll\/?CCC/ }12277 USMCC/126
TAMCC JAMCC/122 JAMCC/122 JAMCC/126 JAMCC/127 JAMCC/126
THMCC AUMCC/122 AUMCC/122 AUMCC/126 AUMCC/127 AUMCC/126
TRMCC FMCC/122 FMCC/122 FMCC/126 FMCC/127 FMCC/126
UKMCC FMCC/122 FMCC/122 FMCC/126 FMCC/127 FMCC/126
USMCC FMCC/122 FMCC/122 NAT. PROC. ;%?ggéé NAT. PROC.
VNMCC JAMCC/122 JAMCC/122 JAMCC/126 JAMCC/127 JAMCC/126
(1) Only the correct MCC destination is listed, an alert to the image position may also be generated.
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Reference Numbers 16 — 22 (Table J.4 cont.)
Receiving Destination MCC" / SIT Number
MCC
Test Reference Number
16 17 18 -20 21 22

ALMCC SPMCC/127 Suppress N/A NAT.PROC SPMCC/125
ARMCC USMCC/127 Suppress N/A USMCC/122 WSMCC/125
ASMCC AUMCC/127 Suppress N/A AUMCC/122 AUMCC/125
AUMCC USMCC/127 Suppress N/A SPMCC/122 USMCC/125
BRMCC USMCC/127 Suppress N/A USMCC/122 USMCC/125
CHMCC USMCC/127 Suppress N/A USMCC/A22 USMCC/125
CMC USMCC/127 Suppress N/A SPMCE/122 USMCC/125
CMCC USMCC/127 Suppress N/A USMCC/122 USMCC/125
CNMCC JAMCC/127 Suppress N/A JAMCC/122 JAMCC/125
FMCC USMCC/127 Suppress N/A SPMCCH 22 USMCC/125
GRMCC FMCC/127 Suppress N/A FMCC/122 FMCC/125
HKMCC JAMCC/127 Suppress N/A JAMCC/122 JAMCC/125
IDMCC AUMCC/127 Suppress N/A AUMCC/122 AUMCC/125
INMCC CMC/127 Suppress NA CMC/122 CMC/125
ITMCC FMCC/127 Suppress N/A FMCC/122 FMCC/125
JAMCC USMCC/127 Suppress N/A SPMCC/122 USMCC/125
KOMCC JAMCC/127 Suppress N/A JAMCC/122 JAMCC/125
NMCC FMCC/127 Suppress N/A FMCC/122 FMCC/125
NIMCC SPMCC/127 Suppress N/A SPMCC/122 SPMCC/125
PAMCC CMC/127 Suppress N/A CMC/122 CMC/125
PEMCC USMEC/127 Suppress N/A USMCC/122 USMCC/125
SAMCC SPMCC/127 Suppress N/A SPMCC/122 SPMCC/125
SIMCC AUMCC/127 Suppress N/A AUMCC/122 AUMCC/125
SPMCC USMCC/127 Suppress N/A ALMCC/122 USMCC/125
TAMCC JAMCC/127 Suppress N/A JAMCC/122 JAMCC/125
THMCC AUMCC/127 Suppress N/A AUMCC/122 AUMCC/125
TRMCC FMCC/127 Suppress N/A FMCC/122 FMCC/125
UKMCC FMCC/127 Suppress N/A FMCC/122 FMCC/125
USMCC NAT. PROC Suppress N/A SPMCC/122 NAT. PROC.
VNMCC JAMCC/127 Suppress N/A JAMCC/122 JAMCC/125

(N Only the correct MCC destination is listed, an alert to the image position may also be generated.
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Specific MCC Processing for Messages Transmitted in System Level Test
(Table J.4 cont.)

Receiving Destination MCC/SIT Number
Mec Test Reference Number

23 24 25 26 27 28
ALMCC SPMCC/125 SPMCC/127 SPMCC/127 Natl Proc SPMCC/127 | SPMCC/127
ARMCC Natl Proc USMCC/127 USMCC/127 USMCC/125 USMCC/127 | JISMCC/127
ASMCC AUMCC/125 AUMCC/127 AUMCC/127 | AUMCC/125 AUMCC/127 2. AUMCC/127
AUMCC USMCC/125 THMCC/127 JAMCC/127 SPMCC/125 FMCC/127 CMC/127
BRMCC USMCC/125 USMCC/127 USMCC/127 USMCC/125 USMEC/127 | USMCC/127
CHMCC USMCC/125 USMCC/127 USMCC/127 USMCC/125 USMCC/127 | USMCC/127
CMC USMCC/125 AUMCC/127 JAMCC/127 SPMCC/125 FMCC/127 Natl Proc
CMCC USMCC/125 USMCC/127 USMCC/127 USMCC/125 USMCC/127 | USMCC/127
CNMCC JAMCC/125 JAMCC/127 Natl Proc JAMCE/125 JAMCC/127 | JAMCC/127
FMCC USMCC/125 AUMCC/127 JAMCC/127 SPMEC/125 Natl Proc CMC/127
GRMCC FMCC/125 FMCC/127 FMCC/127 EMCC/125 UKMCC/127 | FMCC/127
HKMCC JAMCC/125 JAMCC/127 JAMCGL127 JAMCCA25 JAMCC/127 | JAMCC/127
IDMCC AUMCC/125 AUMCC/127 AUMCC/127 | AUMEC/125 AUMCC/127 | AUMCC/127
INMCC CMC/125 CMC/127 CME/127 EMC/125 CMC/127 CMC/127
ITMCC FMCC/125 FMCC/127 FMCC/127 FMCC/125 UKMCC/127 | FMCC/127
JAMCC USMCC/125 AUMCCA27 CNMCECAL27 | SPMCC/125 FMCC/127 CMC/127
KOMCC JAMCC/125 JAMCC/127 JAMCE/127 JAMCC/125 JAMCC/127 | JAMCC/127
NMCC FMCC/125 FMCC/127 FMCC/127 FMCC/125 UKMCC/127 | FMCC/127
NIMCC SPMCC/125 SPMCC/127 SPMCC/127 SPMCC/125 SPMCC/127 | SPMCC/127
PAMCC CMC/125 CMC/129 CMC/127 CMC/125 CMC/127 CMC/127
PEMCC USMECH 25 USMCC/127 USMCC/127 USMCC/125 USMCC/127 | USMCC/127
SAMCC SPMCC SPMCC SPMCC SPMCC SPMCC SPMCC
SIMCC AUMCC/125 AUMCC/127 AUMCC/127 | AUMCC/125 AUMCC/127 | AUMCC/127
SPMCC USMCC/125 AUMCC/127 JAMCC/127 ALMCC/125 FMCC/127 CMC/127
TAMCC JAMCC/125 JAMCC/127 JAMCC/127 JAMCC/125 JAMCC/127 | JAMCC/127
THMCC AUMCC/125 Natl Proc AUMCC/127 | AUMCC/125 AUMCC/127 | AUMCC/127
TRMCC FMCC/125 FMCC/127 FMCC/127 FMCC/125 UKMCC/127 | FMCC/127
UKMCC FMCC/125 FMCC/127 FMCC/127 FMCC/125 FMCC/127 FMCC/127
USMCC ARMCC/125 AUMCC/127 JAMCC/127 SPMCC/125 FMCC/127 CMC/127
VMMCC JAMCC/125 JAMCC/127 JAMCC/127 JAMCC/125 JAMCC/127 | JAMCC/127

- END OF ANNEX J -
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